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Abstract of Thesis presented to UFAM as a partial fulfillment of the requirements

for the degree of Doctor in Electrical Engineering.

SENSING, ESTIMATION, AND SECURITY OF THE FREQUENCY

SPECTRUM USING SHALLOW AND DEEP LEARNING TECHNIQUES

Myke Douglas de Medeiros Valadão

Advisor: Dr. Waldir Sabino da Silva Júnior

The frequency spectrum is a limited resource that has experienced a grow-

ing demand in recent years, especially with the advent of 5G and 6G technologies.

Spectrum sensing, estimation, and security are essential factors for increasing effi-

ciency and flexibility in spectrum utilization, enabling its usage optimization and

ensuring security for a larger number of users. Spectrum sensing is crucial for filling

spectral holes, relieving congested frequency bands. Estimating spectrum condi-

tions also plays an extremely important role in designing and proposing specific

solutions and services for different conditions. Last but not least, with the devel-

opment of generative artificial intelligence, spectrum security becomes essential for

developing measures to mitigate malicious user activities. In this context, this thesis

presents research related to these approaches. Experimental results suggest promis-

ing prospects for these approaches, implying improvements in efficiency, robustness,

and low latency in current communication systems. For instance, in the spectrum

sensing approach, the proposed simplified ResNet achieved 98% accuracy under a

noise level of -134 dBm/Hz, with a response time below 0.05 seconds, ensuring low la-

tency. For spectrum estimation, the XGBoost and Transformer models achieved the

best correlation coefficients for identifying the noise level and the distance between

users in a spectrum sensing environment, with values of 0.98 and 0.84, respectively.

Lastly, in spectrum security, the proposed generative adversarial network was able

to deceive deep cooperative spectrum sensing models in over 98% of cases.

Keywords: Spectrum sensing, Machine Learning, Deep Learning, Generative Adver-

sarial Network, Transformer.
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Resumo da Tese apresentada à UFAM como parte dos requisitos necessários para a

obtenção do grau de Doctor em Engenharia Elétrica.

SENSORIAMENTO, ESTIMATIVA E SEGURANÇA DO ESPECTRO DE

FREQUÊNCIA UTILIZANDO TÉCNICAS DE APRENDIZADO RASO E

PROFUNDO

Myke Douglas de Medeiros Valadão

Orientador: Dr. Waldir Sabino da Silva Júnior

O espectro de frequência é um recurso limitado que tem enfrentado uma crescente

demanda nos últimos anos, especialmente com o advento das tecnologias 5G e 6G. Sensoria-

mento, estimativa e segurança do espectro são fatores essenciais para aumentar a eficiência

e a flexibilidade na utilização do espectro, permitindo sua otimização e garantindo a se-

gurança para um maior número de usuários. O sensoriamento do espectro é crucial para

preencher lacunas espectrais, aliviando bandas de frequência congestionadas. A estimativa

das condições do espectro também desempenha um papel extremamente importante no

desenvolvimento e proposição de soluções e serviços específicos para diferentes condições.

Por fim, com o desenvolvimento da inteligência artificial generativa, a segurança do espec-

tro torna-se essencial para a criação de medidas que mitiguem atividades maliciosas de

usuários. Nesse contexto, esta tese apresenta pesquisas relacionadas a essas abordagens.

Os resultados experimentais sugerem perspectivas promissoras para essas abordagens, im-

plicando melhorias na eficiência, robustez e baixa latência nos sistemas de comunicação

atuais. Por exemplo, na abordagem de sensoriamento do espectro, a ResNet simplificada

proposta alcançou 98% de acurácia em um nível de ruído de -134 dBm/Hz, com um tempo

de resposta inferior a 0,05 segundos, garantindo baixa latência. Para estimativa do espec-

tro, os modelos XGBoost e Transformer alcançaram os melhores coeficientes de correlação

para identificação do nível de ruído e da distância entre usuários em um ambiente de

sensoriamento do espectro, com valores de 0,98 e 0,84, respectivamente. Por fim, na segu-

rança do espectro, a rede adversária generativa proposta foi capaz de enganar modelos de

detecção cooperativa profunda em mais de 98% dos casos.

Palavras-chave: Sensoriamento do espectro, Aprendizado de Máquina, Aprendizado Pro-

fundo, Rede Generativa Adversária, Transformer.
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Chapter 1

Introduction

The frequency spectrum is a finite resource that has become increasingly con-

tested recently due to the rise in demand and new technologies such as 5G/6G [1–7].

The spectrum allocation policy, suggested by the International Telecommunication

Union (ITU), has become inefficient, leading to underutilization of some bands and

overutilization of others. Cognitive radio senses the frequency spectrum and iden-

tifies spectral holes to dynamically allocate secondary users (SUs) in bands that

are partially or entirely unoccupied by licensed users, primary users (PUs) [8, 9].

There are two types of spectrum sensing approaches, narrowband [7, 10] and wide-

band [7, 11], and among these approaches, there are various techniques, such as

energy detector [12–14], similarity filter detector [15–17], cyclostationary feature

detector [18–20], and more recently, machine learning and deep learning-based de-

tectors [21–23].

In the short-band sensing approach, only one channel is sensed, and the SU

can be allocated to the frequency channel of interest if there is no presence of PUs [7].

The most used techniques in this approach are: energy detector [12], similarity

filter detector [15], cyclostationary feature detector [18], waveform detector [10],

detector based on Wavelet transform [10], and some approaches using artificial neural

networks as in [24]. The energy detector is one of the simplest methods to evaluate

the channel, where a threshold is set, and if the received signal energy is higher

than the threshold, then there is PU presence in the channel; otherwise, there is

no PU presence in the channel [10, 12]. In the similarity filter technique, pilot

samples captured from the same signal transmitter are compared with the received
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signals, and an adaptive threshold is applied to detect the condition of the evaluated

channel [7, 15].

In cyclostationary feature detection, cyclostationary information is extracted

from the received signals, such as hopping sequence, periodicity, and pulse train [10].

This method is considered robust due to the random nature of the noise signal,

hence the absence of cyclical characteristics, which enhances performance even at

low signal-to-noise ratios (SNR). Subsequently, a correlation approach determines

the presence of PUs in the evaluated channel [18]. In the waveform detector, a

priori information of the PU signal is required to correlate this information with the

received signal [10]. Finally, the Wavelet detector calculates the power spectrum

density (PSD) of the received signal, and the Wavelet transform is then applied to

extract unique information from the evaluated channel [7, 10].

In the next generation of communication systems, such as 5G and 6G, high

data rates are required. For this purpose, broadband spectrum sensing techniques

have been necessary to sense a wide range of bands in the frequency spectrum

[7,11,25–28]. Among the most popular methods for broadband sensing are Nyquist

and sub-Nyquist [7]. In the Nyquist approach, the received signal is sampled by a

traditional analog-to-digital converter with a Nyquist sampling rate (fs ≥ 2fm) [28].

However, despite its straightforward structure, this approach demonstrates high

sampling rates and high energy costs, making it difficult to apply in experimental

scenarios. The sub-Nyquist approach overcomes the challenges presented in the

Nyquist method by reducing the sampling rate and then detecting the presence of

PUs, or not, with the remaining partial data [7, 28].

Another widely used technique for broadband sensing is compressive spec-

trum sensing, which is divided into two categories: multi-bit compressive sensing

and one-bit compressive sensing [7,27]. Multi-bit compressive sensing is divided into

three stages: sparse representation, measurement, and sparse recovery. The sparse

representation process is carried out by some transformations such as Fourier, dis-

crete Fourier, and discrete cosine [29]. Measurement is performed by multiplying

the sparse signal by a measurement matrix. Recovery can be classified into three

categories: convex relaxation, greedy, and Bayesian [7, 30]. To address the issue of

multi-level quantization error, one-bit compressive sensing uses only one quantiza-
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tion bit, reducing the need for robust hardware while preserving the measurement

signal information.

More recently, machine learning and deep learning techniques have been

demonstrating increasing robustness and performance in spectrum sensing [1, 4, 21,

31,32]. Among these techniques, convolutional neural network (CNN) has stood out

and remains one of the most used [33]. CNN is a feedback neural network that can

extract features from data with convolutional structures [33, 34]. Some CNN-based

networks have become popular, such as ResNet, DenseNet, SqueezeNet, Inception,

MobileNet, ConvNeXt [33–35], AutoEncoder [36], Transformers, and generative ad-

versarial networks (GAN) [37]. With this arsenal of machine and deep learning algo-

rithms, some approaches to spectrum sensing have become promising [1,4,32,38–40],

such as cooperative sensing and the use of GAN for data augmentation and new re-

search in spectrum security [41–48].

Cooperative sensing is a method for broadband sensing where multiple user

SUs share their sensing information with a fusion center. The fusion center is where

the sensing information from all SUs in the system is sent and analyzed, and then

decision-making takes place [49]. With this collaboration, the chance of correctly

identifying the PU increases considerably [1, 4, 32]. Due to various variables such

as power, distance, noise, and shadowing effects, the SU may mistakenly identify

the channel condition, compromising the dynamism of the cognitive radio [40]. Co-

operative sensing deals with this by making decisions based on information from

multiple SUs, increasing the diversity of the received data. With this approach,

even if one SU fails to identify the presence of PUs in the channels, another SU in

the cooperation with better conditions will be able to identify it, providing greater

reliability to the system.

The proposal for this initial research, as published in [4], is for a cooperative

deep spectrum sensing based on a simplified ResNet. In this approach, the SUs

present in the system share the received channel condition information with a fusion

center, where a pre-trained ResNet makes the decision whether there is presence of

PUs or not. However, due to the large amount of data, the model proved to be slow

both for training and inference, which hinders potential experimental applications.

Therefore, to reduce computational cost, a joint approach with feature extraction
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and a Random Forest classifier is proposed [1]. In this new proposal, various fea-

tures are extracted from the signals received by the SUs, and a pre-trained Random

Forest model makes individual decisions on whether there is presence of PUs in each

channel. These new pieces of information are then shared with the fusion center,

where a simplified ResNet makes the final decision on channel conditions based on

the cooperation matrix.

Due to the nature of the experimental process carried out in the initial re-

search, another avenue has become promising. Noise is a component present in

virtually all types of transmitted signals, directly impacting signal quality, system

performance, spectrum sensing, and security [50, 51]. The level of noise in a com-

munication system can be influenced by the distance between users; thus, the noise

level can vary depending on user proximity [52]. Therefore, having a priori infor-

mation about the noise level and user distances can increase efficiency in spectrum

usage, as well as in data analysis and decision-making. In this perspective, the use

of prediction algorithms (regressors) is proposed to estimate the noise level based

on the signals received by SUs sensing the spectrum. Similarly, the use of regression

algorithms is also proposed to estimate the initial and final distances between users

based on the received signals.

In parallel with these research proposals, a third front has shown promise.

GANs are networks that can create and alter data, such as wireless signals [43,46,53].

With the use of these networks, it is possible for a malicious user (MU) to mimic

characteristics of different users and thus compromise the functionalities of the cog-

nitive radio [48, 54, 55]. In this context, a new research was conceptualized, with

an initial proposal evaluated on the premise that the cognitive radio can more eas-

ily identify channel conditions with prior information about the received signal.

The proposal involved the use of a semi-supervised generative adversarial network

(SGAN) for generating fake signals with the intention of deceiving state-of-the-art

modulation recognition models [48]. Based on this initial research, a new approach

was conceived. Also, by using GANs, it would be possible for a MU simulate fake

signals to access the fusion center and simulate a fake cooperation matrix, with the

intention of deceiving the final decision model of the cooperative sensing system. Ex-

perimental results have shown that this is possible, and the MU could deceive these
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decision-making models in the fusion center, drastically impacting the efficiency and

dynamic of the spectrum.

1.1 General objectives

The frequency spectrum is an increasingly contested resource, therefore,

methods for spectrum estimation, sensing, and security are essential to increase

its efficiency, as well as its scalability. Thus, three main objectives are presented

in this thesis: (1) the aim is to present a method for cooperative spectrum sensing

in order to meet the high transmission rate requirements of the new generations of

communication systems; (2) the goal is to present methods for noise estimation and

distance estimation between users based on regression algorithms; and (3) to explore

the latest deep learning networks for spectrum security purposes.

1.1.1 Specific objectives

The specific objectives are described below:

1. Investigate the use of feature extractor combined with a Random Forest model

for complexity reduction.

2. Application of a simplified ResNet model for the channel condition classifica-

tion stage based on user cooperation.

3. Investigate the use of regression algorithms for estimating noise and distances

between users based on spectrum sensing signals.

4. Investigate the use of GAN for generating cooperation matrices with the in-

tention of deceiving PU identification models in fusion centers.

1.2 Thesis contributions

The contributions related to cooperative spectrum sensing are: (1) the use

of feature extractor combined with a Random Forest model to reduce system com-

plexity; (2) application of a simplified ResNet also aiming to reduce latency; and

(3) high accuracy even at high noise levels with low latency.

6



The contributions related to noise and distance estimation between users are:

(1) the use of regression algorithms to estimate the noise of a signal at reception; (2)

the use of regression algorithms to estimate the initial and final distance of the SU

in relation to the PU; and (3) in the use of metrics related to regression problems,

promising results were achieved in the correct prediction of noise and distances.

Contributions related to spectrum security include: (1) The use of SGAN

for generating fake modulated signals to simulate attacks on automatic modulation

recognition models; (2) The use of GANs to generate fake cooperative matrices to

deceive the final decision models of channel conditions at the fusion center; and (3)

The experiments presented show that the proposed method successfully deceived

the fusion center, sparking promising debates about security.

1.3 Publications

Spectrum sensing:

• VALADÃO, Myke DM et al. Deep Cooperative Spectrum Sensing Based on

Residual Neural Network Using Feature Extraction and Random Forest Clas-

sifier. Sensors, v. 21, n. 21, p. 7146, 2021.

DOI: 10.3390/s21217146

• VALADÃO, Myke DM et al. Cooperative Spectrum Sensing System using

Residual Convolutional Neural Network. In: 2022 IEEE International Confer-

ence on Consumer Electronics (ICCE). IEEE, 2022. p. 1-5.

DOI: 10.1109/ICCE53296.2022.9730218

• VALADÃO, Myke DM et al. Trends and Challenges for the Spectrum Effi-

ciency in NOMA and MIMO based Cognitive Radio in 5G Networks. In: 2021

IEEE International Conference on Consumer Electronics (ICCE). IEEE, 2021.

p. 1-4.

DOI: 10.1109/ICCE50685.2021.9427695

• VALADÄO, Myke DM; CARVALHO, Celso B.; JÚNIOR, Waldir SS. Trends

and challenges for the spectrum sensing in the next generation of commu-

7



nication systems. In: 2020 IEEE International Conference on Consumer

Electronics-Taiwan (ICCE-Taiwan). IEEE, 2020. p. 1-2.

DOI: 10.1109/ICCE-Taiwan49838.2020.9258205

• VALADÃO, Myke DM et al. Classificação Automática de Modulações uti-

lizando Redes Neurais Artificiais com Regularização Bayesiana e Algoritmo de

Retropropagação de Levenberg-Marquardt. In: XXXVIII Simpósio Brasileiro

de Telecomunicações e Processamento de Sinais (SBrT 2020). SBrT 2020. p.

1-5.

DOI: 10.14209/SBRT.2020.1570649633

• VALADÃO, Myke et al. MobileNetV3-based Automatic Modulation Recogni-

tion for Low-Latency Spectrum Sensing. In: 2023 IEEE International Confer-

ence on Consumer Electronics (ICCE). IEEE, 2023. p. 1-5.

DOI: 10.1109/ICCE56470.2023.10043380

Spectrum estimation:

• VALADÃO, Myke DM et al. Noise Power Density Estimation Based on Deep

Learning Using Spectrograms Extracted from Wireless Signals. In: XLII Sim-

pósio Brasileiro de Telecomunicações e Processamento de Sinais (SBrT 2024).

SBrT 2024. p. 1-5.

DOI: 10.14209/sbrt.2024.1571036528

• (Submetted) VALADÃO, Myke DM et al. Predicting Noise and User Distances

from Spectrum Sensing Signals Using Transformer and Regression Models.

Digital Signal Processing, 2024.

Spectrum security:

• VALADÃO, Myke DM et al. Rede Adversária Generativa Semi Superversion-

ada para Falsificação de Sinais Modulados Utilizados em Simulação de Ataque

a Modelos de Reconhecimento Automático de Modulações. In: XL Simpósio

Brasileiro de Telecomunicações e Processamento de Sinais (SBrT 2022). SBrT

2022. p. 1-5. DOI: 10.14209/sbrt.2022.1570822071
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• (Submetted) VALADÃO, Myke DM et al. Spoofing Deep Cooperative Spec-

trum Sensing Using Generative Adversarial Network. Engineering Applica-

tions of Artificial Intelligence, 2024.

Colaborations:

• LINHARES, José EBS et al. Asset Administration Shell in Manufacturing:

Case Study in Manaus Industrial Complex. In: 2024 International Conference

on Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2024. p. 269-270.

DOI: 10.1109/ICCE-Taiwan62264.2024.10674616

• VALADÃO, Myke DM et al. Forecast of Anomalies in Vacuum Pump based

on HEX@ Sensor using TSMixer Model. In: 2024 International Conference on

Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2024. p. 339-340.

DOI: 10.1109/ICCE-Taiwan62264.2024.10674528

• TORRES, Gustavo M. et al. A Designing Databases Framework for AI Train-

ing in Industrial Predictive Maintenance. In: 2024 International Conference

on Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2024. p. 263-264.

DOI: 10.1109/ICCE-Taiwan62264.2024.10674079

• VASQUES, Adriel et al. Integrating NVIDIA Jetson Nano as a Data Server

in IIoT Ecosystems: A Case Study. In: 2024 International Conference on

Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2024. p. 677-678.

DOI: 10.1109/ICCE-Taiwan62264.2024.10674471

• CASTRO, Lucas GM et al. Middleware Ginga: Evolution, Challenges, and

Future Perspectives - A Systematic Review. In: XLII Simpósio Brasileiro de

Telecomunicações e Processamento de Sinais (SBrT 2024). SBrT 2024. p. 1-5.

DOI: 10.14209/sbrt.2024.1571036781

• VALADÃO, Myke DM et al. Automatic Video Labeling with Assembly Ac-

tions of Workers on a Production Line Using ResNet. In: 2022 IEEE Interna-

tional Conference on Consumer Electronics-Taiwan. IEEE, 2022. p. 323-324.

DOI: 10.1109/ICCE-Taiwan55306.2022.9869008
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• SILVA, Mateus O. et al. Action and Assembly Time Measurement System of

Industry Workers using Jetson Nano. In: 2022 IEEE International Conference

on Consumer Electronics-Taiwan. IEEE, 2022. p. 319-320.

DOI: 10.1109/ICCE-Taiwan55306.2022.9869028

• SILVA, Mateus O. et al. Action Recognition of Industrial Workers using De-

tectron2 and AutoML Algorithms. In: 2022 IEEE International Conference

on Consumer Electronics-Taiwan. IEEE, 2022. p. 321-322.

DOI: 10.1109/ICCE-Taiwan55306.2022.9869197

• BESSA, Andrey RR et al. Design, Implementation and Evaluation of a Private

LoRaWan Network for Industrial Internet of Things (IIoT) Applications. In:

2022 IEEE International Conference on Consumer Electronics-Taiwan. IEEE,

2022. p. 513-514.

DOI: 10.1109/ICCE-Taiwan55306.2022.9869158

• PEREIRA, Antônio MC et al. Classificação Automática de Modulações DP

m-PSK e DP m-QAM em Receptores Ópticos Coerentes Flexíveis. In: XXXIX

Simpósio Brasileiro de Telecomunicações e Processamento de Sinais (SBrT).

At: Brasil. SBrT 2021. p. 1-5.

DOI: 10.14209/sbrt.2021.1570724020

• FURTADO, Rafael S. et al. Automatic Modulation Classification in Real

Tx/Rx Environment using Machine Learning and SDR. In: 2021 IEEE Inter-

national Conference on Consumer Electronics (ICCE). IEEE, 2021. p. 1-4.

DOI: 10.1109/ICCE50685.2021.9427693

• TORRES, Gustavo M. et al. Automated Mura Defect Detection System on

LCD Displays using Random Forest Classifier. In: 2021 IEEE International

Conference on Consumer Electronics (ICCE). IEEE, 2021. p. 1-4.

DOI: 10.1109/ICCE50685.2021.9427579

• FERREIRA, David AO et al. Dead pixel detection on liquid crystal displays

using random forest, SVM, and harris detector. In: 2020 IEEE International
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Conference on Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2020. p.

1-2.

DOI: 10.1109/ICCE-Taiwan49838.2020.9258171

• FERREIRA, David AO et al. Dead pixel detection on liquid crystal displays

using random forest, SVM, and harris detector. In: 2020 IEEE International

Conference on Consumer Electronics-Taiwan (ICCE-Taiwan). IEEE, 2020. p.

1-2.

DOI: 10.1109/ICCE-Taiwan49838.2020.9258207

1.4 Thesis Organization

This thesis is structured as follows:

• Chapter 1 - Introduction: Introduces the background, motivation, objec-

tives, contributions, and outlines the thesis structure.

• Chapter 2 - Deep Cooperative Spectrum Sensing Based on Resid-

ual Neural Network Using Feature Extraction and Random Forest

Classifier: Covers the proposed deep cooperative spectrum sensing method

using a residual neural network combined with a random forest classifier.

• Chapter 3 - Predicting Noise and User Distances from Spectrum

Sensing Signals Using Transformer and Regression Models: Presents

prediction models for estimating noise levels and distances between users based

on spectrum sensing signals using transformer and regression methods.

• Chapter 4 - Spoofing Deep Cooperative Spectrum Sensing Using

Generative Adversarial Network: Discusses the use of GAN to spoof

cooperative spectrum sensing systems and deceive decision models.

• Chapter 5 - Conclusions: Summarizes the research findings, implications,

and provides potential directions for future work in spectrum sensing, estima-

tion, and security.
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Each chapter is designed to be self-contained, allowing them to be read inde-

pendently. However, reading the chapters in sequence provides a more comprehen-

sive understanding of the overall research. This structure allows readers to focus on

specific areas of interest without needing to reference earlier chapters, making the

thesis adaptable to different reading approaches.
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Chapter 2

Deep Cooperative Spectrum Sensing

Based on Residual Neural Network

Using Feature Extraction and

Random Forest Classifier

2.1 Introduction

With the advent of new generations of communication systems, such as 5G

and 6G, high transfer rates have been required, leading to the necessity of wideband

spectrum sensing. Various bands are sensed by the secondary users (SUs) partic-

ipating in collaborative spectrum sensing. These sensing data are shared with a

fusion center. The fusion center, whether centralized or decentralized, receives and

analyzes all this information, making decisions on the presence or absence of primary

users (PUs) in the evaluated bands [56]. The goal is to have a diversity of infor-

mation and thus achieve a high probability of PU detection. In deep cooperative

spectrum sensing, deep learning techniques are used to make these decisions.

A deep spectrum sensing is proposed using a simplified version of ResNet [1,4].

ResNet is an artificial deep neural network based on convolutional layers. The

distinctive feature of ResNet is that its architecture was designed to address the

vanishing gradient problem, allowing for the training of much deeper networks. In

the ResNet architecture, there are residual blocks, which ensure that during learning,
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the model only learns what is necessary, discarding residual information that the

model has seemingly already learned in previous layers. There are several ResNet

architectures; the most famous ones are ResNet-50 and ResNet-101, with 50 and 101

layers, respectively. A simplified version of ResNet is proposed precisely to reduce

the inference time, thus reducing system latency.

Each SU performs sensing of multiple channels and applies a feature extrac-

tion step to reduce data complexity, making it suitable for low-latency scenarios.

A Random Forest classifier for local PU detection follows this feature extraction.

The decisions of individual SUs are then sent to the fusion center, where a simpli-

fied ResNet model aggregates this information to make a final decision, ensuring

higher accuracy and robustness under noisy conditions [1,57,58]. This combination

of feature extraction and hierarchical decision-making reduces system latency while

maintaining high detection performance, achieving up to 98% accuracy in complex

scenarios. In the application of spectrum sensing, the challenge is to select unique

features that can distinguish a PU signal from a noise signal under various con-

ditions. So, instead of processing large quantities of signal samples, the extractor

drastically reduces this amount of information, providing a reduction in processing

time.

With the use of the feature extractor, the complexity of the data to be applied

to a classifier has been reduced, which also conditions the use of simpler classifiers

for the task of unitary decision regarding the presence of PU in the channels sensed

by each SU. In this case, due to the size of the data, classical machine learning

models are suggested, mainly for their low inference time [1, 58]. The Random

Forest classifier is proposed for the task of recognizing PU in the channels sensed

by each SU. It is an algorithm used for both classification and regression, and it

was developed precisely to overcome the problem of overfitting. It creates several

decision trees randomly using bootstrap aggregating or bagging, which are data

segregation techniques.

Thus, the use of feature extractor and Random Forest classifier is proposed

for each SU in the cooperation system in spectrum sensing of various bands. The in-

formation from these SUs is shared with a fusion center, centralized or decentralized,

where a simplified pre-trained ResNet model will make the final decision on whether
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there is presence of PU in the channels sensed by the SUs or not. It is expected, in

the proposed method, that with the plurality of information, the system can identify

the presence of PU with higher accuracy. In addition, it should have low latency,

which is highly recommended for the new generations of communication systems,

such as 5G and 6G.

Each component of the cooperative spectrum sensing system is presented in

the remainder of this chapter. It begins with the feature extraction stage in the SUs,

which reduces data complexity and prepares the signal for local classification using

Random Forests. Next, integrating local decisions at the fusion center using the

simplified ResNet architecture is discussed, aggregating the diversity of information

to achieve high accuracy even under high noise levels while maintaining system

latency within 5G and 6G requirements.

2.2 Related works

This section reviews the main contributions in cooperative spectrum sensing,

focusing on techniques such as energy detectors, deep learning methods, and coop-

erative strategies. The aim is to highlight the strengths and limitations of existing

approaches compared to the proposed methodology.

2.2.1 Deep learning methods

In [39], the authors proposed an energy detector along with a convolutional

neural network (CNN) for cooperative spectrum sensing. In this work, a single

PU and several SUs move randomly in a certain area with a certain velocity over

a period of time. An energy detector was used in two approaches, hard and soft

decision, for identifying the PU in the evaluated bands. Then, the information from

multiple SUs is shared with a fusion center, where a pre-trained model is used to

identify whether there is a presence of PU in the evaluated frequency range. This

pre-trained model was generated by a CNN with convolutional and fully connected

layers. They achieved improved performance with an increase in the number of SUs

in cooperation. However, the level of noise used in the experiments is low.

An approach using deep learning with a DLSenseNet (spectrum detection
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network based on deep learning) is proposed by [59] for identifying channel condi-

tions. The RadioML2016.10b database was used in the experimental process. The

proposed DLSenseNet was composed of three blocks: an ’inc’ block, an long short

term memory (LSTM) block, and a dense block. The ’inc’ block consists of three

parallel paths with different filter sizes. The LSTM block contains 128 cells. Finally,

the ’dense’ block is composed of fully connected layers.

Finally, in [40], the authors proposed cooperative spectrum sensing with the

generation of a database with 25 SUs and used a CNN in two scenarios. The data

were generated considering the quadrature component, in-phase component, and

frame size. Thus, the data have a format of [25× 128× 2] for all scenarios. In the

first scenario, the proposed CNN consisted of two convolutional layers followed by

a flatten layer and two dense layers. For the second scenario, a more robust CNN

is proposed, which was built with two convolutional layers with dropout in each,

followed by a flatten layer and two dense layers.

2.2.2 Other methods

An energy detector associated with a classifier model for identifying spectral

holes is also proposed by [3]. The energy detector is based on a threshold; if the signal

energy is above this threshold, it indicates the presence of PU in the band; otherwise,

there is no presence. The output information of the energy detector undergoes the

SMOTE data augmentation algorithm (synthetic minority over-sampling technique)

to not only increase the database but also balance it. Accuracy above 90% was

achieved by applying the proposed methodology; however, few details were provided

regarding the generation of the database.

The authors in [60] proposed a cooperative spectrum sensing approach to

overcome the difficulty in classifying channel conditions under unfavorable received

signal conditions. The relationship between interference range and detection sensi-

tivity was described. An energy detection function and cooperative sensing with a

regularization trade-off were applied to avoid time consumption and increase detec-

tion probability. With four cooperating SUs, a reduction in false alarm identification

was already possible. And with an increase in the number of cooperating SUs, the

detection probability increased considerably. Intuitively, it is reasoned that some
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SUs will have significantly better channel conditions, resulting in a higher detection

probability.

A methodology to optimize cooperative spectrum sensing is presented in [61].

The authors also used an energy detector but proposed a half-voting rule as an opti-

mizer for the fusion rule. The error probability was evaluated with variations in the

energy detector threshold and the number of cooperating SUs. It was concluded that

with the half-voting rule, there was an improvement in performance, and depending

on the threshold, either the AND or OR rule is more efficient.

In summary, the existing works present various approaches for spectrum sens-

ing, ranging from traditional energy detection techniques to more complex deep

learning-based methods. While energy detectors are computationally efficient, they

often suffer from low performance under high noise and interference levels. On the

other hand, deep learning models offer improved detection accuracy but can be com-

putationally intensive, limiting their deployment in low-cost devices. Cooperative

sensing strategies attempt to leverage the strengths of multiple techniques by aggre-

gating decisions from different SUs; however, they may introduce additional latency

and complexity in real-time scenarios. Therefore, a hybrid approach that combines

the robustness of deep learning with the efficiency of shallow learning models, as

proposed in this thesis, is necessary to achieve high detection accuracy and low

latency in challenging communication environments

2.3 Methodology

This section presents the proposed methods for deep cooperative spectrum

sensing.

2.3.1 System model

A cooperative spectrum sensing is proposed where each SU shares its detec-

tion information with a fusion center, either centralized or decentralized, where a

model will decide whether there is presence of PU in the sensed channels or not.

The proposed methodology is divided into two steps: (1) database generation, where

signal generation [1,4], feature extraction [1], training of a model that classifies the
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presence or absence of PU in each individual sensed channel, and finally, generation

of the cooperation matrix [1]; (2) training of a simplified ResNet network for more

precise identification of PU in broadband, in the channels sensed by all cooperating

SUs [1, 4].

In signal generation, two hypotheses are assumed: the noise signal and the

signal with PU presence. These signals are generated taking into account several

variables. It is assumed that the SUs and the PU move at the same speed, and

their initial locations are random in a certain area, so their locations change over

time. Bandwidth, noise power density, and multipath fading are variables also

taken into consideration. Spectral and transform features are extracted from the

generated signals to highlight their unique properties, reducing computational costs

and facilitating the classification step. Now, the signals are represented by feature

vectors, which are used to train a classifier that decides whether there is PU presence

in each channel sensed by the SUs. Finally, all this information is shared, and

cooperation matrices are generated. These matrices have the format [NSU x NB],

where NSU is the number of cooperating SUs and NB is the number of sensed bands,

which is fixed.

In step (2), the training of the ResNet model for cooperative sensing is per-

formed. The cooperation matrices consist of 1s and 0s, where 1 indicates the pres-

ence of PU and 0 indicates the absence of PU. These matrices are used to train a

simplified ResNet model, which will be applied to a fusion center. After generating

the cooperation matrices, they serve as inputs for the ResNet model, which aggre-

gates information from multiple SUs to refine the final decision-making process in

the fusion center. The hypothesis is that the more SUs in cooperation, the higher

the probability of identifying PU in the sensed channels, as there will be greater

diversity of information. This results in greater efficiency of the cognitive radio and

spectrum utilization.

2.3.2 Database

Signal generation

In the spectrum sensing process, the decision about the channel condition

is binary, and two hypotheses are considered, H1 and H0, where H1 represents the
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signal with PU presence and H0 without PU presence. For signal generation, it is

assumed that NSU and a single PU move at a velocity v, and their initial locations

are random in a certain area, so their locations change over a time period ∆t. It

is also considered NB bands, with BW being the bandwidth. Additionally, it is

assumed that the SU has no information about which bands are used by the PU,

and the PU can use NBP
consecutive bands. Then, the signal received by SU i in

band j at time n can be described as:

yji (n) =


sji (n) + wj

i (n), for H1 and j ∈ BP

√
ηsji (n) + wj

i (n), for H1 and j ∈ BA

wj
i (n), for H0

(2.1)

where sji (n) = κi(n)g
j
i (n)x(n) and wj

i (n) is the Gaussian white noise (AWGN) with

zero mean, and standard deviation σ =

√
BW10

N0
10 . And N0 is the noise power

density in dbm/Hz. Let η be the proportion of power leaked to adjacent bands,

then BP are the bands occupied by the PU, and BA are the bands affected by power

leakage from the PU.

In sji (n), we have the simplified model and path, which can be written as:

κi(n) =

√
P

β(di(n))α10
hi(n)

10

(2.2)

where α and β are the path loss exponent and path loss constant, respectively.

di(n) is the Euclidean distance between the PU and the SU i at time n. The shadow

fading of the channel, hi(n), between the PU and the SU i at time n in dB, can

be described as a normal distribution with zero mean and variance σ2, and P is

the power transmitted by the PU in a specific band. Also, the multipath fading,

gji (n), is modeled as an independent circularly symmetric complex Gaussian random

variable (CSCG) with zero mean. Finally, x(n) is the data transmitted by the PU

at time n with an expected value of x(n) equal to 1.

Feature extraction

For feature extraction, a set of spectral and transform features such as max-

imum power spectral density (indicating signal strength), standard deviation of

normalized amplitude (capturing amplitude variability and noise level), and Walsh-

Hadamard coefficients (representing frequency-domain characteristics) are computed
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to highlight unique signal properties, including power concentration, frequency sta-

bility, and phase nonlinearity (see Appendix A for detailed mathematical formula-

tions).

Random Forest classifier

The Random Forest classifier is a supervised machine learning algorithm ini-

tially proposed in 2001, and has been used in classification and regression tasks [62].

The "forest" is built with multiple decision trees, trained using the bagging or boost-

ing method. With these approaches, the aim is to increase the model’s performance

and reduce the impact of issues like overfitting. For the proposed method, the de-

fault settings of the scikit-learn library are assumed, where the boosting method is

the default. Weighted voting is used in the boosting method [3], so instances with

higher weights have a greater probability of being selected for tree construction.

Cooperation matrix

Two groups of cooperation matrices will be generated:

1. In this group, some bands will have feature vectors representing the PU signal,

while the remaining bands will have feature vectors representing the noise

signal.

2. In this group, all bands will have feature vectors representing noise signals

only.

The format of the matrices is given by [NSU ×NB], where NSU is variable and NB is

fixed. Thus, each SU in the cooperation senses the bands, extracts features, and uses

the trained Random Forest model. The model returns 1 if there is a presence of PU

in the channel and 0 if there is no presence of PU. Therefore, when this information

is shared, the cooperation matrix consists of 1s and 0s in a 2D format.

In (1), since the SU doesn’t know in which bands the PU may be present,

the generation of the matrices is done randomly. For each generated matrix, a band

is randomly chosen, and a different random output result of the classifier, which

had a PU signal as input, is selected for each cooperating SU. The number of bands

affected by power leakage is also randomly chosen, respecting adjacency to the initial

position of the PU. In Algorithm 2, the logic for creating the cooperation matrix

is presented. The number of occupied bands (NOB) is randomly chosen between
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1 and NB. The notation V ector → BP represents a random PU signal, while

V ector → BA represents a signal leaked to adjacent bands of the chosen PU signal.

Each V ector is randomly created with a signal of unknown N0 and distances. The

variable prediction denotes the output of the model for individual spectrum sensing,

which is binary, consisting of 0s and 1s. The other bands are filled with output results

of the classifier, which had a noise signal as input. In (2), all bands are filled with

output results of the classifier, which had a noise signal as input only.

Algorithm 1 Cooperation Matrix Algorithm for (1)
1: function Cooperation Matrix (CM)
2: CM ← matrix(NSU , NB)
3: NBO ← random(1, NB)
4: positions← choice(NSUNB, size = NBO)
5: for pos in positions do
6: row, col← divmod(pos,NB)
7: CM [row, col]← predict(V ector → BP )
8: direction← choice([left, right, both, none])
9: if direction is left then

10: if col > 0 then
11: CM [row, col − 1]← predict(V ector → BA)
12: end if
13: else if direction is right then
14: if col < NB − 1 then
15: CM [row, col + 1]← predict(V ector → BA)
16: end if
17: else if direction is both then
18: if col > 0 then
19: CM [row, col − 1]← predict(V ector → BA)
20: end if
21: if col < NB − 1 then
22: CM [row, col + 1]← predict(V ector → BA)
23: end if
24: else if direction is none then None
25: end if
26: end for
27: return CM
28: end function

2.3.3 Proposed ResNet

A simplified ResNet was selected for its ability to address the vanishing gradi-

ent problem and its low computational complexity, making it suitable for real-time
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applications in cooperative sensing. The input data for the proposed ResNet are

2D matrices, [NSU × NB], and the proposed architecture is a simplified version

of ResNet, structured as follows: (I) initially, we have a residual block composed

of a 2D convolutional layer (conv2D) for feature extraction, followed by a batch

normalization layer, aiming to speed up and stabilize the network during normaliza-

tion process, and then the rectified linear unit (ReLU) activation function. Next,

another conv2D layer followed by a batch normalization layer. An Add operator

is added to compute the residual, H(x) = F (x) + x → F (x) = H(x) − x, where

F (x) is the map of learnable layers and x is the input data. Concluding this first

residual block with ReLU activation function; (II) the next layer is a max pooling

2D layer, which reduces the dimensionality of the output from the residual block;

(III) a second residual block is applied, where a conv2D layer is followed by a batch

normalization and ReLU as activation function, sequentially followed by another

conv2D and batch normalization. All of this in parallel with a conv2D and also a

batch normalization. The Add operator computes the residual between the last two

batch normalization layers in parallel, then ReLU activation function is applied;

(IV) the next layer is an average pooling 2D layer, which is a dimensionality reduc-

tion operator that computes the mean [2]; (V) a flatten layer is used to vectorize

the data; (VI) followed by a dropout layer; (VII) and finally, a dense layer, which is

fully connected, ending with softmax activation function, y = ex∑
ex

. In Figure. 2.1

is shown the architecture of the proposed simplified ResNet.

2.3.4 Metric

For model evaluation, the accuracy metric was applied, described as follows:

Accuracy =
TP + TN

TP + TN + FN + FP
(2.3)

where TP represents true positives, TN represents true negatives, FP represents

false positives, and FN represents false negatives. An evaluation is also performed

on the processing time of the entire process, including feature extraction, Random

Forest model inference, creation of the cooperation matrix, and ResNet model in-

ference.
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Figure 2.1: Architecture of the proposed ResNet.
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2.4 Experiments and results

In this section, the results and analysis of the proposed cooperative spectrum

sensing using feature extraction, Random Forest classifier for individual sensing,

and ResNet for broadband cooperative sensing are presented. The proposed deep

learning and machine learning techniques were compared with other techniques for

method validation.

2.4.1 Database generation

The first step of the experiments is the signal generation and feature extrac-

tion. In signal generation, it is assumed that multiple SU and a single PU move at

a speed of v = 3 km/h and their initial positions are randomly chosen in an area of

250 meters (m) × 250 meters (m), so the users’ positions change over a period of

time ∆t = 2 seconds. The 3 km/h speed was chosen to simulate pedestrian mobility,

a common scenario in urban cognitive radio networks. The area size of 250 m ×

250 m ensures sufficient signal propagation variability while maintaining manageable

computational complexity. NB is 16, with BW being 10 MHz, and the PU can use

from 1 to 3 bands simultaneously. Additionally, P = 23 dBm, β = 103.453, α = 3.8,

σ = 7.9 dB, and N0 is randomly chosen between −114 and −174 dBm/Hz. The

proportion of power leaked to adjacent bands, η, is 10 dBm, so the power leaked

to adjacent bands is half the power of the PU signal. For the experiments, 150, 000

instances were generated, divided into 75% for training and 25% for testing. NSU

varies between [1, 5, 10, 15, 20], totaling 750, 000 instances for all experiments,

equally balanced between the two classes. 1, 024 samples per second of the signal

were generated.

After signal generation, aiming to reduce system complexity, feature extrac-

tion is proposed as described by Equations (1) to (10) in Appendix A. The Hilbert

transform and modulation are performed before feature extraction. The carrier

frequency used is 2.412 GHz, which is widely employed in various wireless com-

munication standards, including Wi-Fi and Bluetooth. In Figure 2.2 (left), the

representation of the maximum value of the PSD of the normalized and centered

instantaneous amplitude, γmax, for the two evaluated classes can be seen. It is noted
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that the noise signal and the PU signal are correlated, as for all N0 values, the two

classes present similar values of γmax. In Figure 2.2 (right), the representation of the

standard deviation of the normalized and centered instantaneous amplitude, σaa, for

the two classes is presented. In this feature, it is noted that the noise signal and the

PU signal values show a low level of correlation, especially at lower levels of N0. It

can be stated that the σaa feature can more easily differentiate the two classes.

Figure 2.2: Graph of the features γmax, Equation (1) (left), and σaa, Equation (2)
(right), with variation of N0 from −114 dBm/Hz to −174 dBm/Hz.

In Figure 2.3 (left), the representation of the standard deviation of the cen-

tered nonlinear absolute phase, σap, for the two classes can be seen. In this case, it

is noted that the difference between the noise signal and the PU signal is significant,

especially at lower levels of N0, where there is practically no intersection between

the classes. The representation of the standard deviation of the centered nonlinear

direct phase, σdp, in Figure 2.3 (right), is similar to the σap feature. At higher levels

of N0, there is only a small area of overlap between the classes, which also facilitates

the classifier’s task.

Figure 2.3: Graph of the features σap, Equation (3), and σdp, Equation (4), with
variation of N0 from −114 dBm/Hz to −174 dBm/Hz.
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The standard deviation of the normalized and centered instantaneous fre-

quency, σaf , is presented in Figure 2.4 (left). It can be observed that there is no

overlap of values between the two classes at lower levels of N0. Even at higher levels,

there is only a small area of intersection, demonstrating that the σaf feature is a

promising resource for facilitating the classification process. Very similar to σaf , the

standard deviation of the absolute value of the normalized and centered instanta-

neous frequency, σf , in Figure 2.4 (right), shows a considerable difference between

the classes, with a small area of correlation at higher levels of N0. This feature also

proves to be useful for distinguishing the noise signal from the PU signal.

Figure 2.4: Graph of the characteristics σaf , Equation (5), and σf , Equation (6),
with variation of N0 from −114 dBm/Hz to −174 dBm/Hz.

Figure 2.5 (left) presents the graph of the maximum value of PSD of the

normalized and centered instantaneous frequency, γmaxf , for noise signal and PU

signal. It can be observed that there is some level of correlation between the classes

in all levels of N0. However, at lower levels of N0, there is less overlap in the

amplitude values. In Figure 2.5 (right), the maximum value of the discrete cosine

transform, maxdct, is shown. It can be observed that the amplitude values are very

similar for both classes, which complicates the classification process.
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Figure 2.5: Graph of the features γmaxf , Equation (7), and Cx(k), Equation (8),
with variation of N0 from −114 dBm/Hz to −174 dBm/Hz.

The maximum value of the Walsh-Hadamard transform, σwht, is shown in

Figure 2.6 (left). It can be observed that the behavior of this characteristic is

similar to that of maxdct; the amplitude values of both classes in this characteristic

exhibit a high level of correlation. Finally, the standard deviation of the discrete

Wavelet transform, σdwt, is presented in Figure 2.6 (right). However, similar to the

last two characteristics presented, maxdct and σwht, σdwt demonstrates high levels of

correlation between the two classes.

Figure 2.6: Graph of the characteristics WTHN , Equation (9), and σdwt, Equation
(10), with variations of N0 from −114 dBm/Hz to −174 dBm/Hz.

After the feature extraction process, the signal representation is achieved

through a vector of size 10, corresponding to the number of extracted features. With

these operations, a reduction in the complexity of the model required to classify the

two classes is expected, along with improved response time and computational cost,

especially compared to [4]. The proposed model for the classification task is the

Random Forest classifier, which is compared with other classical machine learning
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techniques. The output of the Random Forest is a binary response: 1 if the input

vector represents a PU signal, and 0 otherwise. Each SU then transmits to the

fusion center a vector of size 16, which corresponds to the NB channels sensed by

each SU, along with the conditions of each of these sensed channels, i.e., 1s and 0s.

The hyperparameters of the Random Forest classifier were configured according to

the default specifications of the scikit-learn library.

In Figure 2.7, the accuracy of the proposed Random Forest classifier is pre-

sented in comparison with other classical machine learning techniques. It can be

observed that the Random Forest achieves the best results for higher levels of N0

and reaches 100% accuracy for lower levels of N0. Compared to other methods, it

is evident that k-nearest neighbors (KNN) and support vector machine (SVM) also

exhibit good results, especially for lower levels of N0. The Naive Bayes classifier

is the method with the lowest accuracy, achieving good levels of accuracy only at

low N0 values. The Random Forest achieves an accuracy of over 80% for high noise

levels (−114 dBm/Hz) and over 95% for N0 values below −130 dBm/Hz.
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Figure 2.7: Graph of the accuracy of the Random Forest compared to classical
machine learning techniques with N0 ranging between −114 dBm/Hz and −174
dBm/Hz.

In Figure 2.8, the confusion matrix of the proposed Random Forest classifier

for the range of N0 between −114 dBm/Hz and −174 dBm/Hz is presented. It can

be observed that the Random Forest model is able to recognize 97% of true positives

for PU signals and 95% for noise signals. Additionally, the model misclassifies only

a small percentage of instances, as shown in the confusion matrix.
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Figure 2.8: Confusion matrix of the Random Forest classifier with N0 ranging from
−114 dBm/Hz to −174 dBm/Hz.

2.4.2 Deep cooperative spectrum sensing

For the cooperative sensing approach, the input matrix of the proposed

ResNet consists of NSU and NB [NSU × NB], thus, we have a 2D matrix containing

information about the conditions of 16 channels and the cooperation of NSU users.

The proposed method is compared with other deep learning approaches, such as

CNN and recurrent neural network (RNN), to demonstrate the benefits of ResNet

in cooperative sensing. CNN and RNN were chosen as comparative models due to

their widespread use in time-series analysis and signal processing. However, ResNet

is expected to outperform these models due to its residual learning capabilities.

These capabilities help mitigate the vanishing gradient problem, which occurs when

gradients become too small during backpropagation. This leads to minimal updates

in the initial layers and hinders effective training in deep networks. In these subsec-

tions, the system’s response is also presented with the variation of NSU compared

to CNN and RNN networks, considering that N0 varies between −114 dBm/Hz and

−174 dBm/Hz. Another analysis is performed regarding the processing time of the

entire system with the proposed ResNet and the other methods.

The parameters of the proposed ResNet are described as follows: in the

residual conv2D layers, we have a kernel size of [3, 3] and strides of [1, 1], with the

padding parameter set to same. The first and second residual layers extract 16 and

32 filters, respectively. After the first residual layer, there is a max pooling 2D

layer with a pooling size of [2, 2], which reduces the size of the output matrix from

the first residual layer by half. After the second residual layer, there is an average

29



pooling 2D layer with a pooling size of [4, 4], reducing the size of the output matrix

from the second residual layer by four times. Next, there is a flatten layer, which

vectorizes the data, followed by a dropout layer with a dropout rate of 0.6. Finally,

there is a fully connected (dense) layer with a softmax activation function, where

the outputs are binary, representing whether or not there is a presence of PU in the

evaluated channels. The optimization function used is Adam with a learning rate of

0.001. The number of epochs is 100, and the batch size is 32.

The parameters of the CNN and RNN are described as follows: the designed

CNN has two conv2D layers with 8 and 16 filters, respectively. ReLU activation

function is applied to these two layers. Following this, a 2D max pooling is applied,

followed by a flatten layer and a dense layer with 64 neurons and softmax activa-

tion function. The RNN has 3 fully connected layers with 100, 50, and 2 neurons,

respectively. ReLU activation function is applied to the first two layers, and the

softmax function is used as the activation function for the last layer. The optimiza-

tion function, learning rate, number of epochs, and batch size are the same as those

applied in the proposed ResNet.

In Figure 2.9, the accuracy of the proposed ResNet network is compared with

CNN and RNN networks. It can be observed that the ResNet approach shows better

performance, especially at high levels of N0, achieving over 90% accuracy when N0

is below −124 dBm/Hz. With N0 below −134 dBm/Hz, the accuracy exceeds 98%.

These results consider the cooperation of 10 SU in the system. In Figure 2.10, the

graph shows the response of the ResNet with the increase in the number of SU in

the system. It can be seen that as NSU increases, the system accuracy also increases,

and with 5 SU, the proposed method achieves about 94% accuracy, while the other

methods do not reach 92%. With 10 SU, the ResNet has an accuracy of over 96%,

and with 20 SU, the accuracy is about 98% with N0 ranging from −114 dBm/Hz to

−174 dBm/Hz. Increasing the number of SUs improves accuracy and introduces ad-

ditional complexity in the fusion center, potentially increasing the overall processing

time. Depending on the target application and latency requirements, this trade-off

must be carefully balanced.
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Figure 2.9: Graph of the proposed ResNet compared to other machine learning and
deep learning methods with varying N0.
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Figure 2.10: Graph of the proposed ResNet compared to other machine learning
and deep learning methods with varying NSU .

Another important analysis for the cooperative sensing approach is the sys-

tem’s response time. We can observe in Figure 2.11 that as the number of SU

increases, the response time also increases. This is because the classification model

needs to be more robust to classify more SU in the system. We can see that even

when compared to less complex neural network architectures, the ResNet can still

provide, in most cases, a shorter response time.
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Figure 2.11: Response time of the entire system for the proposed ResNet with other
machine learning and deep learning methods considering the variation of SU.
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2.5 Discussions

In this chapter, we addressed cooperative spectrum sensing based on a ResNet

using a feature extractor and a Random Forest classifier. In the first step of the pro-

posed methodology, we generated signals based on Equations (4.1) and (4.2). Then,

we extracted features, similar to the proposal in [58], but instead of using 29 fea-

tures as in [58], we proposed using 10 features as described by Equations (1) to (10),

which are spectral and transformation characteristics. This feature extraction aims

to reduce complexity and computational cost. With this new signal representation,

a Random Forest classifier is proposed to identify whether this representation is a

PU signal or a noise signal. Then, a matrix with information from the channels of

various SUs is used as input to a model that can identify, in broadband, the presence

of UP in multiple channels.

The signal generation was done similarly to the proposal by [63] with some

differences. The first, and most relevant, is the range of N0 applied in their studies,

which varies between −154 dBm/Hz and −174 dBm/Hz, while in this study, we

applied a range of −114 dBm/Hz to −174 dBm/Hz. Our proposal considers signal

conditions with higher noise influence, which provided us with a better perspective

on how our methodology responds to more stressful signal propagation environments.

Another change in signal generation compared to [63] is the mobility area of SU and

PU. In [63], their users can move in an area of 200 m × 200 m, while we configured

this area to be 250 m × 250 m. Signal degradation is related to the distance

between SU and PU, so in a larger mobility area, it is expected that the signal will

be more influenced by noise. Our signal generation also takes into account the low

number of SU in the system. In this experiment, we simulated cooperation of up

to 20 SU, which, due to the results obtained, further enhances the reliability of our

methodology.

When it comes to the feature extractor, we extracted 10 features out of the

29 proposed by [58]. The first feature is γmax, Equation (1), and we observed that

in this feature, noise and PU signal are correlated, as we can see in the graph of

Figure 2.2 (left), so this feature is not a priority for segregating the two classes. The

second feature is σaa, Equation (2), and this feature presents a better response than

the previous one and can differentiate noise and PU signal more easily, as shown
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in Figure 2.2 (right). The next feature is σap, Equation (3), and the differences

between the two classes are significant, facilitating class segregation, as shown in

Figure 2.3 (left). The fourth feature, shown in Figure 2.3 (right), is σdp, Equation

(4), and, like the previous feature, there is a significant difference between the two

classes. The fifth and sixth features are σaf and σf , Equations (5) and (6), shown in

Figures 2.4 (left) and (right), also showing a good difference between the two classes.

The next feature is γmaxf , Equation (7), and it shows some level of correlation at

all levels of N0, as we can see in Figure 2.5 (left), even at the lowest level of N0,

there is still some overlap between the classes. Furthermore, the last three features,

Figures 2.5 (right) and 2.6 (left) and (right), show a high level of correlation and

may be less relevant in the classification task. In this study, we concluded that the

best features to represent the signals are σf , σaf , σdp, σap, and σaa, due to the lower

level of overlap between the two classes at all levels of N0. In [58], they obtained

good results with the approach using 29 features; for our methodology, 10 of these

29 were sufficient to achieve excellent results. A study to further optimize these

features may be a future work.

The Random Forest classifier is proposed to evaluate the individual conditions

of each channel. We compared the Random Forest approach with three classical

machine learning algorithms, and the proposed Random Forest achieved the best

result, especially at higher levels of N0. With N0 at −114 dBm/Hz, the Random

Forest achieved over 80% accuracy; at −134 dBm/Hz, accuracy reached about 98%,

and at the lowest N0, accuracy is 100% in correctly classifying noise and PU signal.

In the graph of Figure 2.7, we can observe the superior performance of the Random

Forest classifier at the highest noise level compared to other classical approaches.

Naive Bayes performed poorly at the high N0 level, while the other approaches, SVM

and KNN, performed well but did not reach the performance level of the Random

Forest classifier. In the confusion matrix, Figure 2.8, we can see that the Random

Forest achieved an excellent result. In [3], the authors obtained 91% accuracy in

identifying spectrum holes based on energy detection, compared to the 96% accuracy

achieved in the methodology proposed in this study.

The proposed method for cooperative sensing based on ResNet outperforms

the other compared methods. In Figure 2.9, it can be seen that the proposed ResNet
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had better performance, especially at higher levels of N0. With −114 dBm/Hz, for

example, the ResNet accuracy was around 83%, while CNN and RNN achieved

accuracy below 80%, with the cooperation of 10 SU. The proposed method achieves

accuracy above 98% with N0 below −130 dBm/Hz. In Figure 2.10, the increase

in accuracy of the proposed method with the increase of NSU is shown. We can

observe that the ResNet performed better than the other methods, reaching about

98% with 20 SU in the system. In [63], they used a CNN together with an energy

detector for cooperative sensing; their results were obtained considering a lower level

of N0 and a much larger number of NSU in the system. We achieved high accuracy

with a higher level of N0 and fewer NSU in the system. Additionally, in [64], for

example, they achieved about 95% accuracy with the cooperation of 20 SU, while in

this study, about 98% was obtained. The system response time was also taken into

consideration. In Figure 2.11, we show the computation time in seconds. We can

see that the proposed method was faster in most points and kept the time below

0.05 seconds even with 20 SU in the system. In [63], they obtained a faster response

with 20 SU than the proposed method, while in [64], they obtained a longer response

time in some tests. For future work, we propose to increase the number of NSU to

evaluate the proposed system.

When comparing the proposed method with classical approaches such as

Random Forest and SVM, we can observe that the ResNet achieved better accuracy

at all levels of N0 with 10 SU in the system, as shown in Figure 2.10. It can be

seen that the classical methods performed similarly to the RNN classifier. When

comparing the increase in SU in the system, we can say that the proposed ResNet

also achieves better accuracy than classical machine learning approaches. We can

observe that the Random Forest classifier performed better than the RNN, and the

SVM had a performance similar to the RNN, but with 20 SU, the SVM performed

better than both the Random Forest and the RNN, as shown in Figure 2.10. In

Figure 2.11, the system response time is compared with different models; it can be

observed that the classical methods had a better response time than the proposed

method. However, it is not worth using the classical methods instead of the proposed

ResNet, due to the significant difference in accuracy and the small difference in

response time.
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2.6 Conclusion

This chapter introduced a novel framework for cooperative spectrum sensing

that combines a ResNet based feature extractor with a Random Forest classifier.

The feature extractor reduced the complexity of the signal representations, trans-

forming raw data into a format more suitable for classification and enabling the

Random Forest classifier to achieve high performance even in challenging scenar-

ios. Extensive simulations and numerical results demonstrated that the proposed

ResNet for cooperative sensing can achieve higher accuracy, even in environments

where the signals are strongly influenced by noise, reaching approximately 98% with

N0 at −130 dBm/Hz and with 10 SU in the system. Another point relates to the

system response time throughout its operation. It is shown that it is possible to

achieve a faster response, even with a considerable number of NSU , with response

times below 0.05 s.

The spectral and transformation features extracted have indeed proven to be

effective in highlighting unique characteristics of the signals received by the SU. This

can be verified by the performance of the proposed Random Forest classifier, which

achieves a high success rate even at high levels of N0, demonstrating that the combi-

nation of these two methods is efficient in recognizing PU in the evaluated channels,

even under adverse conditions. Another contribution of this article is related to

the proposed deep neural network for cooperative sensing. For instance, when com-

paring our results with those proposed by [63], we can observe that the proposed

ResNet achieves a similar accuracy rate at higher levels of N0 and without the need

for as many SU in the system. Thus, our entire framework has demonstrated a good

level of reliability under adverse channel conditions, which is necessary in high-rate

data transmission systems, such as the new generations of communication systems.

As a future work, improvements can be made regarding resource optimiza-

tion. A study on the performance of the proposed method by reducing the number

of extracted features should be conducted, as we noticed that some of the proposed

features for signal extraction showed a high level of correlation between the two

classes. This may enhance performance and reduce the system response time. An-

other future work is related to NSU . In the literature, a large number of SU in

the system is proposed, but in our proposed method, only 20 were tested in the
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experiments. It would be ideal to evaluate the system with a higher NSU as well.
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Chapter 3

Predicting Noise and User Distances

from Spectrum Sensing Signals Using

Transformer and Regression Models

3.1 Introduction

The frequency spectrum, essential for wireless communications, is a limited

resource that has become increasingly congested [1,5,63]. Cognitive radio (CR) dy-

namically allocates communication for secondary users (SUs) in parts of the spec-

trum, known as spectrum holes, where primary user (PU) are absent [1,4,35]. With

the increasing number of devices competing for limited spectral resources, efficient

detection of spectrum holes becomes challenging. This emphasizes the need for ad-

vanced models to adapt to dynamic environments and varying interference levels.

Several techniques exist for spectrum sensing, including energy detection, feature

detection, Nyquist and sub-Nyquist methods, multi-bit and one-bit compressive

sensing. More recently, the use of machine and deep learning models for detecting

the presence of PU [7, 65]. Across these methods, noise can adversely affect the

accurate detection of PU, impacting the efficient use of the spectrum. In multi-user

systems, the distance between these users significantly influence noise level. Thus,

accurately predicting noise levels and understanding user distances are crucial for

optimizing spectrum utilization and enhancing communication efficiency.

In communication systems, noise refers to any unwanted or random interfer-
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ence that compromises the quality of a transmitted signal. Noise can distort the

original information being transmitted, leading to errors, diminished signal clarity,

and reduced communication performance [66]. Almost all communication channels

and systems encounter noise, which can originate from various sources. The noise

level can be influenced by several factors, including the power transmitted, path

loss, shadow fading, multipath fading, and the distance between users. In addition

to these factors, additive white Gaussian noise is a type of noise that exists across all

frequencies [67]. The noise is characterized by its randomness and uniform energy

distribution throughout the frequency spectrum. White Gaussian noise is a com-

mon model for representing random background noise in communication systems.

By predicting noise levels, one can more effectively optimize system parameters and

frequency allocation [68].

The distance between users is an important factor that influences the sig-

nal quality and consequently the spectrum efficiency. In spectrum sensing, the

strength of the received signal depends on the distance between the transmitter and

receiver. Predicting these distances helps adjust transmission power levels, closer

users require lower power for reliable communication, while users farther away need

higher power [69]. This power control optimizes energy efficiency and minimizes

interference. Especially in systems with limited resources, such as bandwidth, pre-

dicting distances is fundamental for effective resource allocation. Users closer to

the transmitter can be assigned greater bandwidth and consequently higher data

rates, while those farther away might be allocated smaller bandwidths to improve

the signal quality at the same transmission power level. Additionally, distance pre-

diction is essential for providing location-based services. Furthermore, the distance

between users can also impact the performance of artificial intelligence models used

to increase spectrum efficiency. By estimating distances, services like navigation,

location-based advertisements, and emergency services can be offered.

To predict noise and distances between users, the use of regression models and

deep learning architectures is recommended [70]. Regression models are a class of

machine learning algorithms designed to predict continuous numerical values based

on input data. These models play a crucial role in various fields, including eco-

nomics, finance, healthcare, and natural sciences. They allow for the analysis and
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forecasting of trends, relationships, and outcomes by learning from historical data.

Among the most traditional machine learning regression approaches are support

vector regression (SVR) ( an extension of support vector machines to regression),

Decision Trees and Random Forests [71], linear regression (one of the simplest yet

widely used regression techniques), and ridge and lasso regression (variants of linear

regression). In deep learning regression approaches, convolutional neural networks

(CNN), initially designed for image analysis, can be adapted for regression tasks [72].

More recently, the Transformer, designed for forecasting, has shown to be interesting

for regression activities [73].

In this chapter, we propose the use of regression models to predict noise

levels and distances based on spectrum sensing signals. During our study, we gener-

ated a dataset that considers important parameters, including a wide range of noise

power densities, an extensive sensing area, and power leakage from the PU. We have

compared both traditional and deep learning models for prediction purposes. Fur-

thermore, we evaluated the results using various metrics. Our proposed method has

shown promising results, with a correlation coefficient exceeding 0.98 for noise and

over 0.82 for distances. Additional metrics assessed also indicate that our method is

effective in predicting noise levels and distances between users. Such predictive ca-

pability can be important in designing communication systems to enhance spectrum

efficiency.

3.2 Related Works

In this section, the related works about noise and distances between users

prediction in a spectral sensing scheme are described in detail.

3.2.1 Noise prediction

The authors proposed a signal-to-noise ratio (SNR) estimation method based

on the sounding reference signal and a deep learning network in [74]. The proposed

deep learning network, called DINet, combines a denoising convolutional neural net-

work (DnCNN) and an image restoration convolutional neural network (IRCNN) in

parallel. The method was compared to other algorithms, and the results demon-
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strated superior performance in SNR estimation. The evaluation metric used was

the normalized mean square error (NMSE) calculated over 200 test samples, yielding

a NMSE value of 0.0012. This result was significantly better than the performance

achieved by other algorithms.

In [68], the authors presented a method for estimating SNR in LTE systems

and 5G. They employed a combination of a CNN and long short-term memory

(LSTM), known as a CNN-LSTM neural network. The CNN was utilized to extract

spatial features, while the LSTM was used to extract temporal features from the

input signal. Data was generated using MATLAB LTE and 5G toolboxes, taking

into consideration modulation types, path delays, and Doppler shifts. The evaluation

metric used was NMSE. The NMSE achieved a value of zero in the time-domain for

SNR ranging from −4 to 32 dB, demonstrating very low latency. However, in the

frequency-domain, the proposed method exhibited lower performance.

In [75], the authors proposed NDR-Net, a novel neural network for channel

estimation in the presence of unknown noise levels. NDR-Net comprises a noise

level estimation subnet, a DnCNN, and a residual learning cascade. The noise level

estimation subnet determines the noise interval, followed by the DnCNN, which

processes the pure noise image. Subsequently, residual learning is applied to extract

the noiseless channel image. The evaluation metric used for assessing the model’s

performance was the mean square error (MSE). The experiments conducted across

different channel models (TDL-A, TDL-B, TDL-C) consistently demonstrated low

MSE values. However, it’s worth noting that the proposed model’s performance

was evaluated within a SNR range of 0 to 35. This limited range does not provide

a comprehensive understanding of the model’s robustness, particularly in scenarios

with high levels of noise.

In Table 3.1, some techniques for noise prediction are summarized and com-

pared. The methodology proposed in this article considers several variables that

influence signal quality for data generation. The study incorporates noise power

density across a wide range of values and explores a spectrum sensing environment

where multiple users are in motion at fixed speeds over time. Several regression mod-

els are compared using various metrics to highlight the robustness of the proposed

method.
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Table 3.1: Related works on noise prediction.

Reference Research Direction Contribution Limitation

[74] SNR estimation
method based on
the sounding ref-
erence signal and
a deep learning
network

Proposed a DICNN for
SNR estimation, which is
a DnCNN and IRCNN in
parallel

The number of
testing samples is
small

[68] Method for esti-
mating SNR in
LTE systems and
5G

They used a CNN-LSTM
neural network to extract
spatial and temporal fea-
tures

The proposed
method exhibited
lower performance
in the frequency-
domain

[75] Novel neural net-
work for channel
estimation in
the presence of
unknown noise
levels

Proposed an NDR-Net for
channel estimation, which
comprises a noise level esti-
mation subnet, a DnCNN,
and a residual learning cas-
cade

Limited to a small
range of noise level

Proposed Prediction of noise
power density in
spectrum sensing
signals

Proposed several regres-
sion algorithms for predict-
ing noise power density in
signals considering several
other variables that influ-
ence the quality of the sig-
nal

Computing power
was a limitation for
training with more
data and robust ar-
chitectures
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Table 3.2: Related works on distances prediction.

Reference Research Direction Contribution Limitation

[76] User equipment
positioning in
non-line-of-sight
scenarios

Proposed customized
ResNet for the path gain
dataset and a ResNet-18
for the channel impulse
response dataset

Without finetune
and with large
number of sam-
ples the models
exhibited lower
performance

[77] Indoor fingerprint
positioning based
on measured 5G
signals

A CNN was trained to lo-
cate a 5G device in an in-
door environment. The ex-
periments were conducted
in a real field and demon-
strated a positioning accu-
racy of 96% for the pro-
posed method

The proposed
method is not
compared with
other deep learn-
ing models

[78] Location-aware
predictive beam-
forming approach
utilizing deep
learning tech-
niques for tracking
unmanned aerial
vehicle communi-
cation beams in
dynamic scenarios

Designed a recurrent neu-
ral network called LR-
Net, based on LSTM,
to accurately predict un-
manned aerial vehicle loca-
tions. Using the predicted
location, it was possible
to determine the angle be-
tween the unmanned aerial
vehicle and the base sta-
tion for efficient and rapid
beam alignment in the sub-
sequent time slot

Limited only to
unmanned aerial
vehicle-to-base
station communi-
cation

Proposed Prediction of
initial and final
distances be-
tween users during
spectrum sensing

Proposed several regres-
sion algorithms for pre-
dicting distances between
users considering several
other variables that influ-
ence the quality of the sig-
nal

Computing power
was a limitation for
training with more
data and robust ar-
chitectures
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3.2.2 Distances prediction

In [76], the authors proposed a deep learning approach for user equipment

positioning in non-line-of-sight scenarios. The impact of variables such as the type

of radio data, the number of base stations, the size of the training dataset, and the

generalization of the trained models on 3GPP indoor factory scenarios was analyzed.

The model trained consisted of a customized residual neural network (ResNet) for

the path gain dataset and a ResNet-18 for the channel impulse response dataset.

The metric used was the 90% quantile of the cumulative distribution function of

the horizontal positioning error. The authors obtained the best performance with a

large number of samples for training and tuning the models.

In [77], the authors proposed a machine learning algorithm for indoor fin-

gerprint positioning based on measured 5G signals. The dataset was created by

collecting 5G signals in the positioning area and processing them to form fingerprint

data. A CNN was trained to locate a 5G device in an indoor environment. The

metrics used were the root mean square error (RMSE) and the circular error proba-

ble. The experiments were conducted in a real field and demonstrated a positioning

accuracy of 96% for the proposed method.

Finally, in [78], the authors introduced a location-aware predictive beam-

forming approach utilizing deep learning techniques for tracking unmanned aerial

vehicle communication beams in dynamic scenarios. Specifically, they designed a

recurrent neural network called LRNet, based on LSTM, to accurately predict un-

manned aerial vehicle locations. Using the predicted location, it was possible to

determine the angle between the unmanned aerial vehicle and the base station for

efficient and rapid beam alignment in the subsequent time slot. This ensures reliable

communication between the unmanned aerial vehicle and the base station. Simula-

tion results demonstrate that the proposed approach achieves a highly satisfactory

unmanned aerial vehicle-to-base station communication rate, approaching the upper

limit attained by a perfect genie-aided alignment scheme. The exact locations and

angles are perfectly known in this idealized scenario, serving as a benchmark for

evaluating alignment algorithms.

In Table 3.2, some techniques for distances prediction are summarised and

compared. The methodology proposed in this article considers several variables
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that influence signal quality for data generation. The study incorporates Euclidean

distances between users across a wide range of values and explores a spectrum sensing

environment where multiple users are in motion at fixed speeds over time. Several

regression models are compared using various metrics to highlight the robustness of

the proposed method.

3.3 Methods

This section presents the proposed methods for data generation, noise and

distance predict.

3.3.1 System model

Unlike previous methods, which used real-world datasets with correspond-

ing ambient noise variability, our approach generates synthetic data, allowing for

controlled variations in key parameters such as noise levels and mobility patterns.

For this, the methodology is divided as follows: (1) database generation, where the

signals that represent PUs are generated [1,63]; (2) training the proposed regression

models [79, 80]; and (3) evaluation of the trained models for predicting noise level

and distance [70, 81]. At the end of the process, it is expected that the models will

be able to predict the level of noise and the initial and final distance between the

PU and SU during the sensing period.

Figure 3.1: Complete scheme for noise level and distances between users prediction
in the spectrum sensing network.

As illustrated in Figure 3.1, the dataset utilized for training the proposed

regression models comprises signal data, noise levels, and distances between the
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users. Initially, the SU and PU are positioned within the area, moving randomly

for a duration of ∆t. During this time, signals are sensed, and data on noise levels

(N0) as well as initial (Di) and final (Df ) distances are collected. This collected

data is then used to train and test the proposed regression models. To validate the

effectiveness of the method in predicting noise levels and distances, various metrics

are calculated.

The output of step (1) is expected to be the signals that represent the PU,

the associated noise level for each signal, and the initial and final distances during

the sensing. Using this information, two regression models are trained: one for noise

level prediction and another for initial and final distance predictions. In step (2),

several machine learning models are employed, including Random Forest, Decision

Tree, Extra Trees, XGBoost, LightGBM, Support Vector Regression (SVR), along

with deep learning models such as CNN and Transformer. The output of this step

consists of predicted values for noise level and distances given a test dataset. Lastly,

in step (3), several metrics are used to evaluate the best models for these tasks.

3.3.2 Signal generation

In the spectrum sensing process, the decision on the channel condition is bi-

nary, involving two hypotheses: H1 and H0 [82]. Here, H1 represents the hypothesis

in which the PU is present, while H0 represents the absence of the PU [63]. For

the purposes of this paper, we will only consider hypotheses involving the presence

of the PU. We assume that NSU SUs and a single PU are moving at a speed v,

with their starting positions randomly chosen within a given area. As a result, the

users’ locations change over a time interval of ∆t. Additionally, we are considering

a multi-channel system with NB bands, each having a bandwidth of BW . Further-

more, we assume that the PU can utilize NBP
consecutive bands [1]. Therefore, the

received signal of the i-th SU on the j-th band at time n can be described as

yji (n) =

 sji (n) + wj
i (n), for H1 and j ∈ BP

√
ηsji (n) + wj

i (n), for H1 and j ∈ BA

(3.1)

where sji (n) = κi(n)g
j
i (n)x(n) and wj

i (n) is the additive white Gaussian noise

(AWGN) whose noise power density is N0, mean zero and standard deviation
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σ =

√
BW10

N0
10 . Being η the proportion of power leaked to adjacent bands, then

BP are the bands occupied by the PU and BA are the bands affected by the leaked

power of the PU.

In the expression sji (n), a simplified path loss model is utilized, which can be

written as follows:

κi(n) =

√
P

β(di(n))α10
hi(n)

10

, (3.2)

where α and β denote the path-loss exponent and path-loss constant, respectively.

Here, di(n) represents the Euclidean distance between the PU and SU i at time n.

The shadow fading of the channel, indicated by hi(n), between the PU and SU i

at time n in decibels (dB) can be described by a normal distribution with a mean

of zero and a variance of σ2. The term P denotes the power transmitted by the

PU within a specified frequency band. Furthermore, the multipath fading factor,

denoted as gji (n), is modeled as an independent zero-mean circularly symmetric

complex Gaussian (CSCG) random variable. Moreover, the data transmitted at

time n, represented by x(n), has an expected value of one [1, 63].

3.3.3 Regression models

The machine learning models used to predict interference and distance be-

tween the PU and SUs are the Random Forest, Decision Tree, Extra Trees, XGBoost,

LightGBM, CNN, SVR and Transformer.

3.3.3.1 Random Forest (R.F.)

Random Forest is known for its robustness against overfitting and ability

to handle noisy datasets better than individual decision trees, making it a suitable

choice for scenarios with varying interference levels. The Random Forest consists of a

collection of trees denoted as h(x; θk), k = 1, ..., K. Here, x represents an input vector

of length q, containing a correlated random vector X, while θk refers to independent

and identically distributed random vectors. In the context of regression, assume

that the observed data is drawn independently from the joint distribution of (X, Y ),

where Y represents the numerical outcome. This dataset includes n(q + 1)-tuples,
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namely (x1, y1), ..., (xn, yn) [83]. The prediction of the Random Forest regression is

the unweighted average over the collection

h(x) =
1

K

K∑
k=1

h(x; θk) (3.3)

3.3.3.2 Decision Tree (D.T.)

In the context of regression, the Decision Tree is based on recursively par-

titioning the input features space into regions and then assigning a constant value

to each region. This constant value serves as the prediction for any data point that

falls within that region. Assume that X is the input data, Y the target variable

and θ represents the parameters that define the splits in the Decision Tree [84].

Let h(X; θ) be the predicted value for Y given input X and parameter θ. Given a

set of n training samples (Xi, Yi), where i = 1, 2, ..., n, the decision tree regressor

seeks to find optimal split θ that minimize the sum of square differences between

the predicted value and the actual target value. The prediction for a given X can

be represented as

h(X; θ) =
N∑
i=1

ciI(X ∈ Ri) (3.4)

where N is the number of leaf nodes (regions) in the tree, ci is the constant value

associated with the leaf node Ri and I(X ∈ Ri) is an indicator function equals 1 if

X falls within the region Ri and 0 otherwise.

3.3.3.3 Extra Trees (E.T.)

The extra trees follows the same step-by-step as Random Forest, using a

random subset of features to train each base estimator [83]. Although, the best

feature and the corresponding value for splitting the node are randomly selects [85].

Random Forest uses a bootstrap replica to train the model, while the extra trees

the whole training dataset to train each regression tree [86].
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3.3.3.4 XGBoost

XGBoost (XGB) is a highly optimized distributed gradient boosting library.

It employs a recursive binary splitting strategy to identify the optimal split at each

stage, leading to the construction of the best possible model [87]. Due to its tree-

based structure, XGB is robust to outliers and, like many boosting methods, is

effective in countering overfitting, making model selection more manageable. The

regularized objective of the XGB model during the tth training step [88] is illus-

trate in Equation (3.5). Here, l(y
(t)
pred, ytruth) represents the loss, which quantifies

the disparity between the prediction of the imputed missing value y
(t)
pred and the

corresponding ground truth ytruth.

L(t) =
∑
i

l(y
(t)
pred, ytruth) +

∑
k

Ω(fk) (3.5)

where Ω(fk) is the regularizer representing the complexity of the kth tree.

3.3.3.5 LightGBM

The LightGBM (LGBM) is the gradient boosting decision tree (GBDT)

algorithm with gradiente-based one-side sampling (GOSS) and exclusive feature

bundling (EFB). The GOSS technique is employed within the context of gradient

boosting, utilizing a training set consisting of n instances {x1, ..., xn}, where each

instance xi represents a s-dimensional vector in space χs. In every iteration of gradi-

ent boosting, we compute the negative gradients of the loss function relative to the

model’s output, resulting in {g1, ..., gn}. These training instances are then arranged

in descending order, based on the absolute values of their gradients, and we select

the top-a × 100% instances with the largest gradient magnitudes to constitute a

subset A [89]. For the complementing set Ac, comprising (1−a)×100% of instances

characterized by smaller gradients, a random subset B is extracted, sized at b×|Ac|.

The division of instances is subsequently determined by the estimated variance gain

concerning vector Vj(d) over the combined subset A ∪B, where

Vj(d) =
1

n

(
(
∑

xi∈Al
gi +

1−a
b

∑
xi∈Bl

gi)
2

nj
l (d)

+
(
∑

xi∈Ar
gi +

1−a
b

∑
xi∈Br

gi)
2

nj
r(d)

)
(3.6)
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where Al = {xi ∈ A : xij ≤ d}, Ar = {xi ∈ A : xij > d}, Bl = {xi ∈ B : xij ≤ d},

Br = {xi ∈ B : xij > d}, and 1−a
b

is the coefficient used to normalize the the sum of

the gradients over B back to the size of Ac.

3.3.3.6 CNN

The CNN for regression was designed based on two sequential 1D-

convolutional layers, followed by a max pooling 1D layer

Yij = max[W2 ∗ (W1 ∗ x)]a,b (3.7)

where Yij is the output of the max pooling 1D layer, W1 and W2 are the weights of

the two convolutional layers, x is the input signal, and ⟨∗⟩ denotes the convolution

operation. a ranges from is to is+ k− 1, and b ranges from js to js+ k− 1, where

k is the pooling size and s is the strides. The network is follower by a flatten layer

and a dense layer. In Figure 3.2 is shown the proposed CNN architecture.

Figure 3.2: Architecture of the proposed CNN.

3.3.3.7 SVR

Given a n training data (Xi, Yi), where i = 1, 2, ..., n ⊂ χ × R, being χ the

space of the input patterns [90]. The goal of the ε-SVR is to find a function which
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exhibits a maximum deviation of ε or less from the target values yi obtained during

training, while also maintaining a minimal degree of fluctuation or variability. This

function can be described as

f(x) = ⟨w, x⟩+ b,with w ∈ χ, b ∈ R (3.8)

where ⟨·, ·⟩ denotes dot product in χ.

3.3.3.8 Transformer

A Transformer model consists of an encoder and a decoder, each composed of

multiple layers of self-attention and feed-forward neural networks. The base struc-

ture of the Transformer is the self-attention mechanism. Given an input sequence,

the self-attention computes a weighted sum of the values. Multi-head attention is

used to capture different aspects of relationships. Let the input of a Transformer

layer be X ∈ ℜn×d, where n is the number of tokens and d is the dimension of each

token. Then, one block layer can be a function fθ(X) =: Z defined by [91]:

A =
1√
d
XQ(XK)T (3.9)

X̂ = softmax(A)(XV ) (3.10)

M = LayerNorm1(X̂O +X) (3.11)

F = W2 ∗ (σ(W1 ∗M + b1)) + b2 (3.12)

Z = LayerNorm2(M + F ) (3.13)

where Equations (3.9), (3.10) and (3.11) refereed to attention computation, and

Equations (3.12) and 3.13 refereed to the feed forward network layer. softmax(·) is

the row-wise softmax function, LayerNorm(·) is the layer normalization function,

and σ to activation function. Q, K, V and O ∈ ℜd×d, W1 ∈ ℜd×df , b1 ∈ ℜdf ,

W2 ∈ ℜdf×d, b2 ∈ ℜd are the training parameters in the layer [91]. In Figure 3.6 is

shown the architecture of the proposed Transformer.
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Figure 3.3: Architecture of the proposed Transformer.

3.3.4 Evaluation metrics

The metrics used for evaluation of the regression models are the mean square

error, mean absolute error, root mean square error, mean absolute percentage error,

R-square and correlation coefficient [90].

• Mean square error (MSE) [90]:

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (3.14)

where n is the number of data points in the dataset, yi represents the actual

target value of the i-th data point, and ŷi represents the predicted value of the
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i-th data point.

• Mean absolute error (MAE) [90]:

MAE =
1

n

n∑
i=1

|yi − ŷi| (3.15)

where | · | denotes the absolute value.

• Root mean square error (RMSE) [90]:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (3.16)

• Mean absolute percentage error (MAPE) [90]:

MAPE =
1

n

n∑
i=1

|yi − ŷi|
|yi|

× 100 (3.17)

• R-square (R2) [81]:

R2 = 1− SSE

SST
(3.18)

where SSE represents the sum of squared differences between the the actual

target values and the predicted values. The SST represents the total sum

of squares, which is the sum of squared differences between the actual target

values and their mean.

• Correlation coefficient (C.C.) [92]:

The correlation coefficient is given by the Pearson correlation coefficient:

r =

∑n
i=1(yi − ymean)(ŷi − ŷmean)√∑n

i=1(yi − ymean)2
√∑n

i=1(ŷi − ŷmean)2
(3.19)

where ymean is the mean of the actual target values and ŷmean is the mean of

the predicted values.
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3.4 Experiments and Results

This section presents the experiments conducted and the results achieved for

data generation, noise and distance predict.

3.4.1 Data generation

The first stage of the experiments involves signal generation. It is assumed

that multiple SU and a single PU are moving at a velocity of v = 3 km/h, and their

initial positions are randomly chosen within an area of 250 meters × 250 meters.

This configuration was chosen to mimic typical small outdoor environments, such

as urban microcells, where user mobility and dense deployment create challenging

spectrum sensing conditions. As a result, the users’ positions change over a time

period of ∆t = 5 seconds. Each occupied band NB has bandwidth BW of 10 MHz,

and the PU can simultaneously use 1 to 3 bands. Additionally, P = 23 dBm,

β = 103.453, α = 3.8, σ = 7.9 dB, and N0 is randomly chosen between −114

and −174 dBm/Hz. The ratio of leaked power to adjacent bands, η, is 10 dBm,

resulting in leaked power to adjacent bands being half of the PU signal power. For

the experiments, 42, 000 instances were generated, divided into 80% for training and

20% for testing. For the CNN and Transformer methods, the training dataset was

divided into 80% for training and 20% for validation. A total of 1, 024 samples per

second of the signal were generated. In Table 3.3 is presented the parameters and

their respective values.

Table 3.3: Parameters and values for data generation.

Parameter Value Mean

v 3 km/h Velocity
∆t 5 seconds Time period
BW 10 MHz Bandwidth of each NB band
NBp 1 to 3 BA

P 23 dBm Power transmitted by the PU
α 3.8 Path-loss exponent
β 103.453 Path-loss constant
σ 7.9 dB Standard deviation
N0 −114 to −174 dBm/Hz Noise power density
η 10 dBm Leaked power to adjacent bands
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3.4.2 Model parameters

The Random Forest, Decision Tree, Extra Trees, and SVR models were pa-

rameterized following the default settings of the scikit-learn library. In Tables 3.4

and 3.5, the parameters of the XGB, LGBM, and CNN models are presented. And,

in the Table 3.6, the parameters of the Transformer model is presented.

Table 3.4: XGB and LGBM parameters.

Parameter XGB LGBM

Estimators 100 100
Max depth 6 -
Learning rate 0.1 0.05
Subsample 0.8 -
Column sample by tree 0.8 -
Random state 42 42
Boosting type - GBDT
Number of leaves - 31

Table 3.5: CNN parameters.

Parameter CNN

Conv1D layers 2
Kernel size 3− 3
Strides 1− 1
Filters 1024− 512
Optimizer Adam
Loss MSE
Batch size 256
Learning rate 0.001

3.4.3 Noise predict

Figure 3.4 (left) presents the graph of the MSE with the variation of the N0

in the proposed regression methods. It is noticeable that the SVR had the worst

performance, only achieving good results at an N0 of −144 dBm/Hz. The Random

Forest, Extra Trees, XGB, LGBM, Transformer, CNN and Decision Tree showed

similar performances, as shown in the graph. However, the Random Forest, XGB,

LGBM and Extra Trees exhibited better performance, especially at lower levels of
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Table 3.6: Transformer parameters.

Parameter Transformer

Head size 32
Number of heads 4
Filter dimension 32
Transformer block 1
Dense layer 32
Drop out 0.25
Batch size 32
Optimizer Adam
Learning rate 0.001
Loss MSE

N0. The XGB was the best model, achieving the lowest level of MSE, achieving

15.53, which indicates that the predicted values are close to the actual ones.

Figure 3.4 (right) presents the graph of the MAE with the variation of the

N0 in the proposed regression methods. It is noticeable, also, that the SVR had the

worst performance, only achieving good results at an N0 of −144 dBm/Hz. The

Random Forest, Extra Trees, XGB, LGBM, Transformer, CNN and Decision Tree

showed similar performances, as shown in the graph. The similarity in performance

among these models can be attributed to their shared ability to capture complex pat-

terns in high-dimensional data. However, the slight variations suggest that hyperpa-

rameter tuning or adding additional features could lead to improvements. However,

the Random Forest, XGB, LGBM and Extra Trees exhibited better performance,

especially at levels of −164 dBm/Hz and −154 dBm/Hz. The Random Forest was

the best model, achieving the lowest level of MAE, achieving 1.9473, which indicates

that the predicted values are close to the actual ones.
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Figure 3.4: Graphic of the MSE (left) and MAE (right) of proposed methods with
N0 between −114 dBm/Hz and −174 dBm/Hz.
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Figure 3.5 (left) presents the graph of the RMSE with the variation of the

N0 in the proposed regression methods. It is noticeable, also, that the SVR had

the worst performance, only achieving good results at an N0 of −144 dBm/Hz.

The Random Forest, XGB, LGBM, Transformer and Extra Trees showed similar

performances, as shown in the graph. The Decision Tree and CNN only showed

similar performance at −114 dBm/Hz. The XGB was the best model, achieving the

lowest level of RMSE, achieving 3.94, which indicates that the predicted values are

close to the actual ones.

Figure 3.5 (right) presents the graph of the MAPE with the variation of the

N0 in the proposed regression methods. It is noticeable, also, that the SVR had the

worst performance, only achieving good results at an N0 of −144 dBm/Hz. The

Random Forest, XGB, LGBM Extra Trees, Transformer, CNN and Decision Tree

showed similar performances, as shown in the graph. However, the Random Forest

and Extra Trees exhibited better performance. The Random Forest was the best

model, achieving the lowest level of MAPE, achieving 1.2534, which indicates that

the predicted values are close to the actual ones.
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Figure 3.5: Graphic of the RMSE (left) and MAPE (right) of the proposed methods
with N0 between −114 dBm/Hz and −174 dBm/Hz.

In Table 3.7, the general metrics for all proposed models are presented for

noise prediction. It is worth noting that, in terms of the correlation coefficient,

Random Forest, XGB, LGBM, Transformer and Extra Trees exhibited the highest

and similar performances. However, Random Forest performed slightly better on the

MAE and MAPE metrics, while XGB performed better on the correlation coefficient,

MSE, RMSE, and R2. CNN and Decision Tree had similar performances, and SVR

presented the worst performance in the general metrics.
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Table 3.7: Noise regression comparison metrics of the proposed methods.

Metrics R.F. D.T. E.T. SVR CNN XGB LGBM Transformer

C.C. 0.9801 0.9521 0.9794 0.0079 0.95 0.9806 0.979 0.9697
MSE 16.084 38.6547 16.8942 404.64335 36.97 15.53 16.35 19.2086
MAE 1.9473 2.32738 2.0186 17.2736 4.54 2.23 2.32 3.4854
RMSE 4.0104 6.2172 4.11026 20.11575 6.08 3.94 4.04 4.3827
MAPE 1.2534 1.49406 1.2971 12.3579 16.15 1.48 1.52 2.4489
R2 0.96025 0.9044 0.9582 −4.0934e−06 0.908 0.9616 0.959 0.9365

3.4.4 Distance predict

Figure 3.6 presents the graphics of the MSE of the initial and final distance

between the SU and PU during the spectrum sensing with the variation of N0

in the proposed regression methods. It is noticeable that the SVR and Decision

Tree had the worst performances at all levels of noise. The Random Forest, XGB,

Transformer, LGBM and Extra Trees showed similar performances, as shown in

the graph. However, the LGBM exhibited slightly better performance than the

others, especially at the lowest level of noise, achieving 100.67. In the final distance

prediction, the Extra Trees model exhibited slightly better performance, achieving

107.77.
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Figure 3.6: Graphic of the MSE (initial distance at the left and final distance at the
right) of the proposed methods with N0 between −114 dBm/Hz and −174 dBm/Hz.

Figure 3.7 presents the graphics of the MAE of the initial and final distance

between the SU and PU during the spectrum sensing with the variation of N0 in

the proposed regression methods. It is also noticeable that the SVR and Decision

Tree had the worst performances at all levels of noise. The Random Forest, XGB,

LGBM, Transformer and Extra Trees showed similar performances, as shown in the

graph. However, the XGB exhibited slightly better performance than the others,

achieving 7.19. In the final distance prediction, the Extra Trees model exhibited
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slightly better performance, achieving 7.33.
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Figure 3.7: Graphic of the MAE (initial distance at the left and final distance at the
right) of the proposed methods with N0 between −114 dBm/Hz and −174 dBm/Hz.

Figure 3.8 presents the graphics of the RMSE of the initial and final distance

between the SU and PU during the spectrum sensing with the variation of N0 in

the proposed regression methods. It is also noticeable that the SVR and Decision

Tree had the worst performances at all levels of noise. The Random Forest, XGB,

LGBM, Transformer and Extra Trees showed similar performances, as shown in the

graph. However, the LGBM exhibited slightly better performance than the others,

achieving 10.03. In the final distance prediction, the Extra Trees model exhibited

slightly better performance, achieving 10.38.

−180−170−160−150−140−130−120−110

10

12

14

16

N0

R
M

SE

Random Forest
Decision Tree
Extra Trees

SVR
XGB

LGBM
Transformer

−180−170−160−150−140−130−120−110

10

12

14

16

N0

R
M

SE

Random Forest
Decision Tree
Extra Trees

SVR
XGB

LGBM
Transformer

Figure 3.8: Graphic of the RMSE (initial distance at the left and final distance
at the right) of the proposed methods with N0 between −114 dBm/Hz and −174
dBm/Hz.

Figure 3.9 presents the graphics of the MAPE of the initial and final distance

between the SU and PU during spectrum sensing with variations in N0 using the

proposed regression methods. It is also noticeable that SVR and Decision Tree had

the worst performance levels across all levels of noise. Random Forest and Extra

Trees showed similar performance, as shown in the graph on the left. However,
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Transformer exhibited slightly better performance than Random Forest, especially

at −174 dBm/Hz, −164 dBm/Hz, and −155 dBm/Hz, achieving 30.23. In the

graph on the right, Random Forest, XGB, LGBM, and Extra Trees showed similar

performance. However, Transformer exhibited slightly better performance than the

others, achieving 31.25.

−180−170−160−150−140−130−120−110
0

20

40

60

80

N0

M
A

P
E

Random Forest
Decision Tree
Extra Trees

SVR
Transformer

−180−170−160−150−140−130−120−110

20

40

60

80

N0

M
A

P
E

Random Forest
Decision Tree
Extra Trees

SVR
XGB

LGBM
Transformer

Figure 3.9: Graphic of the MAPE (initial distance at the left and final distance
at the right) of the proposed methods with N0 between −114 dBm/Hz and −174
dBm/Hz.

In Table 3.8, general metrics for all proposed regression models are presented

for initial distance prediction. It is worth noting that, in all metrics, Random

Forest, XGB, LGBM, Transformer and Extra Trees exhibited the highest and similar

performances. Transformer performed better in correlation coefficient, MAPE, and

R2, demonstrating a high level of correlation between the predictions and the actual

values of distances. In terms of MSE and RMSE, LGBM achieved the lowest values,

indicating that the differences between predictions and actual values are small. The

lowest MAE values were exhibited by XGB.

Table 3.8: Initial distance regression comparison metrics of the proposed methods.

Metrics R.F. D.T. E.T. SVR CNN XGB LGBM Transformer

C.C. 0.7222 0.4876 0.7290 0.08103 nan 0.718 0.725 0.841
MSE 107.56 226.2186 105.5776 218.8497 nan 102.17 100.67 124.63
MAE 7.5115 10.9095 7.31 12.2795 nan 7.19 7.20 8.87
RMSE 10.3713 15.0405 10.275 14.7935 nan 10.10 10.03 11.16
MAPE 35.2191 47.4401 34.69 68.5288 nan inf inf 30.23
R2 0.51807 −0.0135 0.5269 0.00399 nan 0.516 0.523 0.58

In Table 3.9, general metrics for all proposed regression models are presented

for final distance prediction. The Extra Trees exhibited the best performance in

all metrics except for MAPE, R2 and correlation coefficient, where Transformer

59



exhibited the best performance.

Table 3.9: Final distance regression comparison metrics of the proposed methods.

Metrics R.F. D.T. E.T. SVR CNN XGB LGBM Transformer

C.C. 0.7225 0.47 0.7321 0.0923 nan 0.712 0.714 0.821
MSE 110.61 245.51 107.77 228.4979 nan 109.51 109.36 129.805
MAE 7.58 11.405 7.33 12.45 nan 7.49 7.54 9.06
RMSE 10.51 15.66 10.38 15.1161 nan 10.46 10.45 11.39
MAPE 35.13 47.78 35.01 74.74 nan 34.36 35.52 31.25
R2 0.5182 −0.0069 0.5306 0.004 nan 0.5081 0.5083 0.573

3.5 Discussion

In 3.4.3, the results for noise predict were presented, and several important

aspects need to be highlighted. In Figure 3.4 (left), it is noticeable that the models

achieved similar performances, except for Decision Tree, CNN and SVR. Interest-

ingly, the best performance occurred at the highest levels of noise, except for SVR,

which specialized in a single noise level, −144 dBm/Hz. Figures 3.4 (right), 3.5

(left), and 3.5 (right) exhibit similar characteristics to Figure 3.4 (left). The overall

results for Random Forest, XGB, LGBM, Transformer and Extra Trees are similar

across all metrics, with Random Forest and XGB performing particularly well, as

demonstrated in Table 3.7. In contrast, SVR exhibited poor performance overall.

Additionally, the correlation coefficients reveal that Random Forest, XGB, LGBM

and Extra Trees achieved strong correlations between predicted and real noise values

(Table 3.7). Due to the limited computational resources and the large amount of

generated data, it was not possible to enhance the robustness of the CNN and Trans-

former architectures. Furthermore, a search for optimal hyperparameters values for

all models could be a proposed enhancement for the work.

In 3.4.4, the results for initial and final distance predict were presented, and

several notable observations arise. In Figure 3.6, it is evident that Extra Trees

and LGBM achieved the highest performances. Unlike the noise predict, the best

performances for both distance predicts occurred at the lowest levels of noise for all

models, which was expected. The behavior of predict the initial distance mirrors

that of predict the final distance, as seen in Figures 3.6, 3.7, 3.8, and 3.9. The

general results for Random Forest, XGB, LGBM, Transformer and Extra Trees
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exhibit similarity across all metrics, with Extra Trees, Transformer and LGBM

slightly outperforming in almost all metrics for both initial and final distance, as

shown in Tables 3.8 and 3.9, respectively. In contrast, Decision Tree and SVR

showed poor performance overall. Moreover, the correlation coefficients reveal that

the predicted distances exhibited indices greater than 0.82 in relation to the real

values in both distances, initial and final. Interestingly, the CNN architecture used

for noise prediction was the same as the one used for distance prediction; however,

the model was unable to perform. Another interesting factor is that in the initial

distance prediction, the MAPE values for the XGB and LGBM models returned

’inf’. More studies are needed to understand what happened.

3.6 Conclusion

In this paper, noise and distance prediction based on spectrum sensing sig-

nals using regression models was proposed. The conducted experiments have shown

that the proposed methods hold promise for predict noise levels, as well as the

initial and final distances between the PU and SU. Future research can explore inte-

grating these models with reinforcement learning techniques to dynamically adapt

predictions in real-time, further enhancing their applicability in rapidly changing

environments.The correlation coefficient value for XGB is the highest and closest to

one (Table 3.7), indicating a strong correlation between predicted and actual noise

values in the test database. As a result, the proposed methods can greatly benefit

various applications, especially in telecommunication and networking, enabling the

design of communication systems that meet appropriate requirements for ensuring

reliable and efficient data transfer.

Additionally, the predicts for the initial and final distances between PU and

SU are presented as results. The conducted experiments have demonstrated that

the proposed methods show promise in predicting distances between users. The cor-

relation coefficient values for Transformer are the highest, exceeding 0.82 (Tables 3.8

and 3.9), which implies a good level of correlation between the predicted distances

and the actual distances in the test database. It’s important to highlight that the

number of possible noise levels is limited to 7 levels (−114 to −174 dBm/Hz), while
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the number of possible distances is unknown since the distance was chosen ran-

domly within a certain range of the area. Therefore, there may be a difference in

performance between the two approaches. Hence, the proposed methods hold the

potential to benefit numerous applications, including signal attenuation and path

loss, interference and frequency reuse, fading and multipath effects, localization and

tracking, and power control.
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Chapter 4

Spoofing Deep Cooperative

Spectrum Sensing Using Generative

Adversarial Network

4.1 Introduction

The dynamism of spectrum sensing depends on the efficiency of cognitive

radio (CR) [5,6,35]. Cooperative spectrum sensing utilizes information from several

secondary users (SUs) to increase the probability of detecting the primary user

(PU) in the sensed channels [1, 4, 63]. However, with the rapid development of

generative adversarial networks (GANs), malicious users (MUs)—defined as entities

that intentionally interfere with the spectrum by simulating legitimate primary user

(PU) signals—can emulate the signal of the PU, disrupting cooperative spectrum

sensing and reducing the overall efficiency of cognitive radio (CR) systems. This

type of interference, known as PU spoofing, not only diminishes the performance

of CR but also poses significant security challenges for ensuring reliable spectrum

access [48,54,55]. Therefore, the use of these networks to prevent SUs from accessing

the frequency spectrum raises questions that lead to debates about security in the

spectrum, which is, even more recently, a major point of concern. Thus, this chapter

aims to explore the vulnerabilities of cooperative spectrum sensing under GAN-based

spoofing attacks, demonstrating how such attacks can compromise the decision-

making models of cognitive radio systems. The objective is to comprehensively
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analyze the threats posed by GANs and propose countermeasures to strengthen

spectrum security.

GANs are powerful networks that can modify and create new data. They are

composed of a generator and a discriminator network and operate in a competitive

manner, where the generator aims to produce realistic data mimicking authentic

data, while the discriminator distinguishes between real and generated data [37,93,

94]. These networks are the basis for some of the most current tools for creating

artificial image data, such as DALL·E [95, 96]. With this versatility, creating or

modifying data for malicious purposes has become more dangerous. One of the

most recent examples is deepfakes, used to deceive and manipulate individuals [97].

In this context, GANs can generate synthetic signals that closely resemble

those encountered in real-world environments, facilitating various applications such

as spectrum sensing, channel modeling, protocol testing, and spoofing spectrum

sensing [54,55]. Moreover, the flexibility of GANs allows for the generation of signals

across different frequency bands, bandwidths, and modulation schemes, providing

researchers and engineers with a versatile tool for exploring and experimenting with

wireless communication systems. However, the use of GANs in signal generation also

raises concerns about security and trustworthiness, as malicious users could exploit

this technology to create deceptive signals for nefarious purposes, underscoring the

importance of robust authentication and verification mechanisms in communication

networks.

An initial research was conducted using one variant of GAN, a semi-

supervised GAN (SGAN), to spoof state-of-the-art models for automatic modulation

recognition (AMC) [48]. In this paper, utilizing the RML2016.10a dataset [98], we

trained an SGAN to generate false modulated signals. The significant distinction

between GAN and SGAN is that the SGAN’s discriminator has two outputs: one

supervised, used for classification, and the other unsupervised, used to discriminate

between real and false signals. In the best-case scenarios, where the signal-to-noise

ratio (SNR) is higher, the modulated signals generated by the SGAN were able

to deceive over 70% of three other AMC models presented in the literature. This

preliminary research shows that the approach of using GANs to deceive other arti-

ficial intelligence (AI) models is feasible and opens up ideas for employing such an
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approach for cooperative spectrum sensing.

Cooperative spectrum sensing creates a cooperative matrix with information

gathered from several secondary users (SUs). These matrices contain sensing infor-

mation from multiple sensed channels. At the fusion center, a trained model makes

decisions about the channel conditions based on these matrices. In this chapter, we

propose the use of GANs to generate fake signals and consequently fake coopera-

tive matrices in order to deceive the decision-making models at the fusion center.

This method has shown that, with GANs, malicious users (MUs) can deceive these

decision-making models at the fusion center with a considerable rate of success. This

raises questions about the security of the frequency spectrum and sparks debates

about how to protect and ensure trustworthiness in the system.

4.2 Related Works

In [99], the authors proposed the use of an adversarial machine learning ap-

proach to develop decision-making algorithms resistant to attacks. As a defense

strategy, they deliberately programmed the transmitter to take incorrect actions to

mislead potential attackers. They employed a neural network based on Microsoft

CNTK for the transmitter algorithm. The attack algorithm is based on a feedfor-

ward neural network. The results showed that the attack algorithm was effective

in reducing the transmitter throughput, while the defense strategy proved to be

efficient in misleading the attacker.

In [45], the authors conducted a study on the use of GANs in next-generation

(NextG) communications for spectrum sharing, anomaly detection, and mitigating

security attacks. In terms of security, the authors demonstrate the significance and

the wide range of potential applications for GANs in this field. The simulations show

that these networks are powerful tools for deceiving decision-making models at the

receiver and assisting in anomaly detection, which helps increase the efficiency and

dynamics of spectrum allocation.

In [100], the authors employed a GAN-based approach to detect rogue trans-

mitters in radio frequency. The proposed GAN learns from known real transmitted

signals to generate fake data. The discriminator trained was able to distinguish
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between real and fake signals in approximately 99% of the cases. Additionally, they

trained a convolutional neural network (CNN) and a fully connected deep neural

network (DNN) to classify trusted transmitters, achieving approximately 81% and

91% accuracy, respectively. This work is closely related to the research presented

here, as both utilize GANs to manipulate the signal environment. Still, it focuses

on detecting anomalies rather than performing spoofing attacks. Thus, the current

chapter builds on these findings by shifting the focus from detection to direct ma-

nipulation of cooperative spectrum sensing matrices to evaluate the resilience of CR

systems under adversarial conditions.

The authors in [55], proposed a GAN-based approach to spoofing wireless

networks. They utilized GANs to generate signals indistinguishable from real ones,

aiming to simulate attacks on classification models in the receiver. They applied

multiple-input and multiple-output (MIMO) techniques and studied their impact

on the system. Additionally, they evaluated the success of the attack based on the

movement of the transmitter. In the best scenarios, where the transmitter was closer

to the receiver, the success probability of spoofing was approximately 76%. However,

at greater distances, the success probability of spoofing decreased drastically.

4.3 Metodology

This section presents the proposed methods for spoofing deep cooperative

spectrum sensing.

4.3.1 System model

In cooperative spectrum sensing, several SUs share information on spectrum

sensing with a fusion center, where decisions about the presence or absence of a PU

in the evaluated channels are made. This information is organized in cooperative

matrices [NSU × NB], where NSU is the number of SUs cooperating in the system,

and NB is the number of bands evaluated by each SU. Due to the 2D nature of these

matrices, deep learning models, as shown in the literature [1, 4, 63, 101, 102], have

proven promising for distinguishing the presence of a PU in the evaluated channels.

However, if a MU mimics PU signals, and consequently, these cooperative matrices
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in the fusion center, the efficiency of the CR will be drastically affected since these

matrices could contain information from several SUs and channels.

We propose the use of GANs to generate fake signals and consequently fake

cooperative matrices to simulate attacks on a fusion center, deceiving the decision-

making model that evaluates wideband spectrum sensing. For this purpose, the

proposed method is divided into several steps: (1) signal generation; (2) training

classical machine learning approaches for individual spectrum sensing; (3) gener-

ating cooperative matrices; (4) training deep cooperative spectrum sensing models

used in the fusion center to evaluate whether there is a presence of PU in the co-

operative information; (5) training the proposed GAN to create fake signals and

consequently fake cooperative matrices to simulate attacks; and (6) evaluating the

success probability of spoofing deep cooperative spectrum sensing in the fusion cen-

ter. Figure 4.1 presents the flow of development from step (1) to step (4) of the

proposed methodology.

Figure 4.1: Scheme of the proposed method from step (1) to step (4).

Figure 4.2 presents the flow of development for step (5) and (6) of the pro-

posed methodology. In this scheme, note that just PU signal is generated, and the

cooperative matrices are composed by the output of the models given the fake signals

generated by the GAN as input. The deep cooperative models will only attempt to

recognize fake cooperation matrices that contain PU signals.
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Figure 4.2: Scheme of the proposed method for step (5) and (6).

4.3.2 Signal generation

In the spectrum sensing process, the decision about the channel condition

is binary, and two hypotheses are considered, H1 and H0, where H1 represents the

signal with PU presence and H0 without PU presence. For signal generation, it is

assumed that NSU and a single PU move at a velocity v, and their initial locations

are random in a certain area, so their locations change over a time period ∆t. It

is also considered NB bands, with BW being the bandwidth. Additionally, it is

assumed that the SU has no information about which bands are used by the PU,

and the PU can use NBP
consecutive bands. Then, the signal received by SU i in

band j at time n can be described as [1, 63]:

yji (n) =


sji (n) + wj

i (n), for H1 and j ∈ BP

√
ηsji (n) + wj

i (n), for H1 and j ∈ BA

wj
i (n), for H0

(4.1)

where sji (n) = κi(n)g
j
i (n)x(n) and wj

i (n) is the Gaussian white noise (AWGN) with

zero mean, and standard deviation σ =

√
BW10

N0
10 . And N0 is the noise power

density in dbm/Hz. Let η be the proportion of power leaked to adjacent bands,

then BP are the bands occupied by the PU, and BA are the bands affected by power
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leakage from the PU.

In sji (n), we have the simplified model and path, which can be written as:

κi(n) =

√
P

β(di(n))α10
hi(n)

10

(4.2)

where α and β are the path loss exponent and path loss constant, respectively.

di(n) is the Euclidean distance between the PU and the SU i at time n. The shadow

fading of the channel, hi(n), between the PU and the SU i at time n in dB, can

be described as a normal distribution with zero mean and variance σ2, and P is

the power transmitted by the PU in a specific band. Also, the multipath fading,

gji (n), is modeled as an independent circularly symmetric complex Gaussian random

variable (CSCG) with zero mean. Finally, x(n) is the data transmitted by the PU

at time n with an expected value of x(n) equal to 1.

A special type of filter that shifts the phases of a signal while leaving all the

amplitudes of the spectral components unchanged is the Hilbert transform [103].

H{y(n)} = 1

π

∫ ∞

m=−∞

y(m)

n−m
dm (4.3)

We applied the Hilbert transform to better highlight singular information

from the signals. Sequentially, we modulated the signals at a frequency fc:

a(n) =
∣∣H{y(n)} ei2πfcn∣∣ (4.4)

where a(n) is the output of the signal generation step.

4.3.3 Individual spectrum sensing

For individual spectrum sensing, we propose using several classical super-

vised machine learning methods. To discover the best architectures for classifying

noise and PU signals, we utilized the Lazy Predict library. This library helps build

numerous basic models with minimal code and aids in understanding which models

perform better without requiring parameter tuning [104,105]. For the classification

task, we trained and evaluated more than 30 models, including XGBoost (XGB),

LightGBM (LGBM), Random Forest, Bagging Classifier, Decision Tree, Extra Trees
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Classifier, Extra Tree Classifier, SGD Classifier, AdaBoost Classifier, among others.

Of these models, the five with the best performance are chosen to classify whether

the generated signal a(n) contains the presence of a PU or not.

4.3.4 Cooperative matrix generation

Two groups of cooperation matrices will be generated:

1. In this group, some bands will have PU signals, while the remaining bands

will have noise signals.

2. In this group, all bands will have noise signals only.

The format of the matrices is given by [NSU × NB], where NSU and NB are fixed.

Thus, each SU in the cooperation senses the bands and uses the trained models.

The models return 1 if there is a presence of PU in the channel and 0 if there is no

presence of PU. Therefore, when this information is shared, the cooperation matrix

consists of 1s and 0s in a 2D format.

In (1), since the SU doesn’t know in which bands the PU may be present,

the generation of the matrices is done randomly. For each generated matrix, a band

is randomly chosen, and a different random output result of the classifier, which

had a PU signal as input, is selected for each cooperating SU. The number of bands

affected by power leakage is also randomly chosen, respecting adjacency to the initial

position of the PU. In Algorithm 2, the logic for creating the cooperation matrix is

presented. The number of occupied bands (NOB) is randomly chosen between 1 and

NB. The notation a(n) → BP represents a random PU signal, while a(n) → BA

represents a signal leaked to adjacent bands of the chosen PU signal. Each a(n)

signal is randomly created with unknown N0 and distances. The variable prediction

denotes the output of the model for individual spectrum sensing, which is binary,

consisting of 0s and 1s. The other bands are filled with output results of the classifier,

which had a noise signal as input. In (2), all bands are filled with output results of

the classifier, which had a noise signal as input only.
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Algorithm 2 Cooperation Matrix Algorithm for (1)
1: function Cooperation Matrix (CM)
2: CM ← matrix(NSU , NB)
3: NBO ← random(1, NB)
4: positions← choice(NSUNB, size = NBO)
5: for pos in positions do
6: row, col← divmod(pos,NB)
7: CM [row, col]← predict(a(n)→ BP )
8: direction← choice([left, right, both, none])
9: if direction is left then

10: if col > 0 then
11: CM [row, col − 1]← predict(a(n)→ BA)
12: end if
13: else if direction is right then
14: if col < NB − 1 then
15: CM [row, col + 1]← predict(a(n)→ BA)
16: end if
17: else if direction is both then
18: if col > 0 then
19: CM [row, col − 1]← predict(a(n)→ BA)
20: end if
21: if col < NB − 1 then
22: CM [row, col + 1]← predict(a(n)→ BA)
23: end if
24: else if direction is none then None
25: end if
26: end for
27: return CM
28: end function

4.3.5 Deep cooperative spectrum sensing

In this step, some deep neural architectures from literature [1,63,101,102] will

be trained. These models are used to make the final decision about the conditions of

the channels sensed by the SUs in the cooperation. The goal is to simulate attacks

based on GAN on these models, and evaluate how sensitive they are to MUs.

In [1], the ResNet proposed is a simplified architecture with two residual

units. A residual unit is designed to address the vanishing gradient problem and

enable the training of very deep neural networks. The residual unit can be described

as

y = W2 ∗ReLU(W1 ∗ x) + x (4.5)
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where y is the output of the residual unit, x is the input of the residual unit,

W1 and W2 are the weights from two convolutional layers, and ⟨∗⟩ denotes the

convolution operation. ReLU is the Rectified Linear Unit. A residual unit applies

two convolutional layers to the input, and then adds the original input to the result

of these layers, enabling the network to learn identity mappings more easily and

alleviating the vanishing gradient problem [106].

The network proposed by [63] is composed of three convolutional blocks. Each

block consists of a 2D convolutional layer with ReLU activation function, followed

by a max pooling 2D layer, described as

Yij = max[ReLU(W1 ∗ x)]a,b (4.6)

where Yij is the output of the max pooling 2D layer, W1 is the weights of the

convolutional layer, and x is the input signal. a ranges from is to is+ k − 1, and b

ranges from js to js + k − 1, where k is the pooling size and s is the strides. The

network is follower by a flatten layer, a dense layer with ReLU activation function,

and dense with softmax activation function.

In [101], the authors used a ShuffleNetV2 for cooperative spectrum sensing.

ShuffleNetV2 is a lightweight convolutional neural network architecture designed for

efficient computation on low-cost devices. The core idea behind ShuffleNetV2 is the

channel split operation, where the input xx is split into two branches x1 and x2.

The branch x1 can be described as

y1 = ReLU(W3 ∗ θ(W2 ∗ReLU(W1 ∗ x1))) (4.7)

where y1 is the output of the first branch given x1 as input. W1, W2, and W3 are the

weights of the three convolutional layers, and θ represents the depthwise convolution

operation. After the transformations, the two branches are concatenated along the

channel dimension:

y = concat(y1, x2) (4.8)

To ensure that information is evenly distributed across channels, a channel shuf-

fle operation is applied. This combination in ShuffleNetV2 leads to an optimized
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network and improved accuracy.

And, lastly, [102] proposes a reinforcement learning model for cooperative

spectrum sensing. The proposed network is called Deep Q-Network (DQN). The

DQN combines deep neural networks with Q-learning, which are the core of the re-

inforcement learning algorithm. The Q-values are updated using the target network

and the loss function for training the Q-network [107]. The target network can be

described as

yj = rj + γ[maxâQ(ŝj, â : θ−)] (4.9)

where yj is the target Q-value given rj the reward received, ŝj the next state, and

â the next action. θ− are the parameters of the deep neural network and γ is the

discount factor. And the loss function is the mean square error (MSE) described as

MSE =
1

N

N∑
j=1

(yj −Q(sj, aj : θ))
2 (4.10)

where Q(sj, aj : θ) are the predicted Q-values.

4.3.6 Proposed GAN

GANs are networks that can modify and create synthetic data. These net-

works consist in two neural networks, a generator G and a discriminator D, which

contest in a zero-sum game [108]. In this setup, the generator G and discriminator

D are trained in a two-player adversarial game:

min
G

max
D

Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]

where D(x) represents the discriminator’s probability estimate that the input x is

from the real data distribution pdata(x). G(z) is the generator’s output when given

a noise vector z sampled from a prior distribution pz(z).

The discriminator D is a binary classifier tasked with distinguishing between

real data (sampled from pdata(x)) and fake data (generated by the generator G). It

aims to:

• Maximize Ex∼pdata(x)[logD(x)]: This term represents the expected value of the
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log probability that D correctly classifies real data x as real (i.e., D(x) ≈ 1).

• Maximize Ez∼pz(z)[log(1−D(G(z)))]: This term represents the expected value

of the log probability that D correctly classifies generated (fake) data G(z) as

fake (i.e., D(G(z)) ≈ 0).

The generator G attempts to generate realistic data that fools the discrimi-

nator D. Its objective is to:

• Minimize Ez∼pz(z)[log(1−D(G(z)))]: This forces G to generate data such that

D(G(z)) ≈ 1, meaning that the discriminator mistakenly classifies generated

data as real.

The Minimax Game:

• The discriminator D tries to maximize the objective by improving its ability

to correctly classify real data as real and generated data as fake.

• The generator G tries to minimize the objective by generating more realistic

data that can fool the discriminator into classifying it as real.

In the training process the discriminator D is trained to maximize logD(x)

for real data and log(1 − D(G(z))) for generated data, improving its classification

accuracy. The generator G is trained to minimize the loss function by making

D(G(z)) ≈ 1, which forces it to generate more realistic data to fool the discriminator.

Thus, the GAN training process involves a back-and-forth game between G and D,

where both models improve their performance over time. The minimax nature of

the loss function reflects this adversarial relationship.

The generator, G, proposed for fake signal generation is composed by the

followed layers shown in the Figure 4.3. The input of the G, is the random noise

vector, and the output is the fake signal.

The discriminator, D, proposed for distinguish real and fake data is composed

by the followed layers shown in the Figure 4.4. The input of the D, are the real and

fake signals, and the output is the binary decision if the input signal is real or fake.
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Figure 4.3: Generator architecture of the proposed GAN.

4.3.7 Simulation attack and evaluation

In Figure 4.5, the simulation of an attack on the deep cooperative spectrum

sensing models is shown. At this stage, all models are already trained. The MU uses

the GAN generator to create fake PU signals by inputting a random noise vector.

These signals are then fed into the individual spectrum sensing models that achieved

higher accuracy (Random Forest, Extra Trees, Bagging, LGBM, and XGB). If the

fake signals are similar to the real ones, the output of these models will mostly be 1s,

indicating the presence of PU signals. An evaluation of these models is conducted

by comparing the metrics with those achieved using real signals.

The next step is creating the cooperative matrices. Each matrix has a shape

of [NSU ×NB], constructed with 1s and 0s, representing the output of the individual

spectrum sensing models. These individual models create the fake matrices following
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Figure 4.4: Discriminator architecture of the proposed GAN.

Algorithm 2, providing more diversity since each model can output different results

for the same signal. However, if the models are easily deceived by fake signals, the

construction of these matrices will be strongly impacted. Finally, the attack on

these deep models (ResNet [1], CNN [63], ShuffleNetV2 [101], and DQN [102]) used

for the final decision at the fusion center is conducted using these fake cooperative

matrices. An evaluation is then made to determine how sensitive these models are

to fake data.

4.4 Experiments and results

In this section, the results and analysis of the proposed method for spoofing

deep cooperative spectrum sensing are presented. Following the methodology, we

divided the results into two steps: one related to the flow presented in Figure 4.1,

and the other related to the flow presented in Figure 4.2.
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Figure 4.5: Block diagram for the simulation of attack and evaluation.

4.4.1 Deep cooperative spectrum sensing

4.4.1.1 Signal generation

The first stage of the experiments involves signal generation. It is assumed

that multiple SUs and a single PU are moving at a velocity of v = 3 km/h, and their

initial positions are randomly chosen within an area of 250 meters × 250 meters.

As a result, the users’ positions change over a time period of ∆t = 5 seconds. Each

occupied band has bandwidth BW of 10 MHz, and the PU can simultaneously use

1 to 3 bands. Additionally, P = 23 dBm, β = 103.453, α = 3.8, σ = 7.9 dB,

and N0 is randomly chosen between −114 and −174 dBm/Hz. The ratio of leaked

power to adjacent bands, η, is 10 dBm, resulting in leaked power to adjacent bands

being half of the PU signal power. The carrier frequency used is 2.412 GHz, which

is widely employed in various wireless communication standards, including Wi-Fi

and Bluetooth. 1, 024 samples per second of the signal were generated. For the
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experiments, 42, 000 instances were generated, divided into 80% for training and

20% for testing. In Figure 4.6, is shown a example of real signal generated.

Figure 4.6: Example of real signal generated.

4.4.1.2 Individual spectrum sensing metrics

In Table 4.1, the accuracy, balanced accuracy, receiver operating characteris-

tic area under the curve (ROC AUC), and F1 score metrics are presented using the

Lazy Predict library. For the following steps of the method, we selected the five best

performing models, which are LGBM, XGB, Random Forest, Bagging, and Extra

Trees, respectively, based on their performances.

In Figure 4.7, we present the accuracy over the noise level. It is noticeable

that below −154 dBm/Hz, the models almost exhibit the same performance. At

higher levels of noise, Random Forest demonstrated the best performance, while at

other levels, LGBM exhibited the best performance.
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Figure 4.7: Graph showing the accuracy of the five best-performing models with N0

ranging between −114 dBm/Hz and −174 dBm/Hz.
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Table 4.1: Metrics of the best models trained with the Lazy Predict library.

Model Accuracy Balanced Accuracy ROC AUC F1 Score

LGBM 0.94 0.94 0.94 0.94
XGB 0.93 0.93 0.93 0.93

Random Forest 0.93 0.93 0.93 0.93
Bagging 0.93 0.93 0.93 0.93

Extra Trees 0.92 0.92 0.92 0.92
Ada Boost 0.90 0.90 0.90 0.90

Decision Tree 0.89 0.89 0.89 0.89
K-Neighbors 0.87 0.87 0.87 0.87
Extra Tree 0.83 0.83 0.83 0.83

Passive Aggressive 0.75 0.75 0.75 0.73
QDA 0.74 0.74 0.74 0.74
LDA 0.72 0.72 0.72 0.71

Linear SVC 0.70 0.70 0.70 0.69
Ridge 0.65 0.65 0.65 0.60

Logistic Regression 0.65 0.65 0.65 0.63
Ridge CV 0.62 0.62 0.62 0.55

SGD 0.61 0.61 0.61 0.59
NuSVC 0.58 0.58 0.58 0.50

Calibrated CV 0.54 0.54 0.54 0.42
Gaussian NB 0.54 0.54 0.54 0.42

Label Propagation 0.52 0.52 0.52 0.38
Label Spreading 0.52 0.52 0.52 0.37
Bernoulli NB 0.52 0.52 0.52 0.37

Nearest Centroid 0.50 0.50 0.50 0.34
SVC 0.50 0.50 0.50 0.34

Dummy 0.50 0.50 0.50 0.33
Perceptron 0.50 0.50 0.50 0.34

4.4.1.3 Cooperation matrices

The cooperation matrices are formed by NSU and NB, which are 50 and 32,

respectively. For each of the five previous trained models for individual spectrum

sensing, a group of cooperation matrices is created. Since each model has a different

output, this increases the diversity of the data. The cooperative matrices consist of

0s and 1s. In Tables 4.2 and 4.3, we present one example of a matrix representing

bands with the presence of a PU and one example of a matrix representing the

absence of a PU. Notice that in Table 4.2, almost all lines indicate the presence

of a PU, and in some cases, even leaked power is identified. In Table 4.3, only

some lines can identify the presence of a PU, indicating model mistakes. To train

deep cooperative models, we created 17,500 cooperation matrices of each model:
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43,750 matrices representing bands with PU signals and 43,750 matrices without

the presence of PU, totaling 87,500 matrices divided into training (80%), validation

(10%), and testing (10%).

Table 4.2: Cooperation matrix with the presence of PU, NSU = 50 and NB = 32.

0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0

1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 1 0 0 0 0 1 1 1 0 0 0 1 0 0 0 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 0 1 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 1

1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 1

0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 0 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

1 1 0 0 1 1 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1

0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0

1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

1 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0

1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

1 1 0 0 1 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1

1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0

1 0 0 0 0 0 1 0 0 0 0 1 0 0 1 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0

0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

4.4.1.4 Deep cooperative spectrum sensing metrics

Four architectures were proposed for deep cooperative spectrum sensing:

ResNet [1], CNN [63], ShuffleNetV2 [101], and DQN [102]. The ResNet, CNN,

and ShuffleNetV2 were trained as classification models, while DQN a reinforcement

learning model. The classification models were trained using the Adam optimizer

with a learning rate of 0.001, categorical cross-entropy as the loss function, accuracy

as the metric, a batch size of 1,024, 1,000 epochs, and early stopping with a patience
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Table 4.3: Cooperation matrix without the presence of PU, NSU = 50 and NB = 32.

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

of 15. The DQN was trained with γ of 0.9, ϵ of 1, ϵmin of 0.01, and ϵdecay of 0.995.

The model was build with MSE as loss function, mean absolute error as metric,

Adam optimizer with learning rate of 0.001, and batch size of 32.

The ResNet achieved an overall accuracy of 83.20% in correctly classifying

matrices from the test dataset. The CNN achieved an overall accuracy of 79.65%,

and the ShuffleNetV2 achieved 81.71%. Figure 4.8 shows the confusion matrices for

the three proposed classification models. The ResNet achieved the highest overall

accuracy, followed by ShuffleNetV2 and CNN, respectively. We also observed that

all three models performed better in recognizing matrices without the presence of

PU. As shown in the confusion matrix in Figure 4.8(a), the ResNet achieved an

accuracy of 78% in recognizing matrices that contain PU and 89% in recognizing
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(a) Confusion matrix of the ResNet [1]. (b) Confusion matrix of the ShuffleNetV2 [101].

(c) Confusion matrix of the CNN [63]. (d) Confusion matrix of the DQN [102].

Figure 4.8: Confusion matrices for the classification models proposed.

matrices that do not contain PU. This was followed by ShuffleNetV2, Figure 4.8(b),

which achieved 77% in recognizing matrices that contain PU and 87% in recognizing

matrices that do not contain PU. The CNN, Figure 4.8(c), achieved 74% accuracy

in recognizing matrices that contain PU and 85% in recognizing matrices that do

not contain PU.

Differently from the classification models, the DQN was trained with the MSE

loss function and with two actions: target cooperative matrices with the presence

of a PU signal or target matrices without the presence of a PU signal. The model

tried to approximate the categorical classes, and the reward was 1 if it hit the target

and −1 otherwise. Using this method, the DQN achieved an overall accuracy of

71.21% in correctly classifying matrices from the test dataset. In Figure 4.8(d), the

confusion matrix of the DQN proposed by [102] is shown. Notice that the DQN

is better at recognizing class 1 than class 0, with over 74% accuracy in classifying

cooperative matrices with the presence of a PU signal. In Table 4.4, the comparison
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between the models is shown.

Table 4.4: Accuracy comparison between proposed deep cooperative spectrum sens-
ing models.

Model Accuracy
ResNet [1] 83.20%
CNN [63] 79.65%

ShuffleNetV2 [101] 81.71%
DQN [102] 71.21%

4.4.2 Spoofing deep cooperative spectrum sensing

In this stage, the GAN is trained and used to create a fake dataset of PU sig-

nals. To train the GAN, 42, 000 PU signals were generated based on Equation (4.1).

Half of these signals are PU signals, and the other half represents the power leakage

of PU signals. The proposed GAN was trained for 200 epochs with a noise dimen-

sion of 1, 000, using the Adam optimizer with a learning rate of 0.0001 for both

the generator and discriminator. The loss function was binary cross-entropy, and

the batch size was 256. The generator has 6, 180, 224 trainable parameters, and the

discriminator has 3, 694, 049 trainable parameters.

Figure 4.9: Example of signals created by the generator of the proposed trained
GAN at the 1th epoch.
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Figure 4.10: Example of signals created by the generator of the proposed trained
GAN at the 200th epoch.

In Figure 4.9, examples of signals created by the generator in the first epoch

are shown. It is possible to compare these signals with those created in the 200th

epoch, as shown in Figure 4.10. It is notable that as the epochs progress, the GAN

becomes capable of creating similar PU signals, as comparing with real signal shown

in Figure 4.6.

In the training of GANs, it’s expected that the loss curves of the generator

and discriminator converge and be as low as possible. In Figure 4.11, the losses of

the generator and discriminator are shown over the epochs. Notice that the curves

try to converge over the epochs. Even so, the discriminator in the experiments at

the 200th epoch presented a lower loss of 0.699 compared to the generator’s loss of

1.3914. This means that the discriminator does a better job of identifying real and

fake signals than the generator does in trying to deceive the discriminator.

The next step is to create fake signals from the noise using the generator. A

total of 10, 000 noise samples, each of size 1, 000, are randomly created to use as

input for the generator, which outputs 10, 000 fake PU signals. These signals are then

used as input for the individual spectrum sensing models. These models attempt to

classify whether the fake input signal is a PU signal or not. An evaluation of these

models is conducted, and the results are used to create the cooperative matrices.

The performance of these models directly impacts these matrices. If the models
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Figure 4.11: Graphic of loss of the discriminator and generator over the epochs.

have difficulty distinguishing real signals from fake ones, it will directly affect the

content of these matrices and, consequently, the performance of the deep cooperative

spectrum sensing models. In Table 4.5, the evaluation of how much these individual

spectrum sensing models are deceived is shown. Out of 10, 000 fake PU signals

created, the LGBM was deceived in 94.64% of the cases, XGB in 95.62%, Random

Forest in 92.32%, Bagging in 62.86%, and Extra Trees was deceived in 99.12%.

Table 4.5: Deceive rate of each individual spectrum sensing model.

Model Deceive rate
LGBM 94.64%
XGB 95.62%

Random Forest 92.32%
Bagging 62.86%

Extra Trees 99.12%

The next step is to create the cooperative matrices. Following Algorithm 2,

1, 000 fake cooperative matrices for each individual spectrum sensing model are

created. These matrices are formed by the output of these models. For example,

the Extra Trees model classified almost all fake signals as real PU signals, which

will impact the cooperative matrix. On the other hand, the Bagging model showed

some resistance, and only 62.86% of the fake PU signals were recognized as real PU

signals.

We created 5, 000 fake cooperation matrices, with 1, 000 matrices gener-
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ated using each of the individual spectrum sensing models. Four deep cooperative

spectrum sensing models were proposed for spoofing: ResNet [1], CNN [63], Shuf-

fleNetV2 [101], and DQN [102]. Table 4.6 shows the evaluation of how much these

models were deceived. All models were deceived in more than 98% of the cases, with

ResNet being the most deceived model at 99.72%. The DQN was the model that

was deceived the least, classifying 98.32% of the fake cooperative matrices as real

matrices with PU.

Table 4.6: Deceive rate of each deep cooperative spectrum sensing model.

Model Deceive rate
ResNet [1] 99.72%
CNN [63] 99.56%

ShuffleNetV2 [101] 99.52%
DQN [102] 98.36%

In Table 4.7, the deceive rate of the deep cooperative spectrum sensing models

with cooperative matrices created using each individual spectrum sensing model is

shown. The matrices created by the Bagging model were the only ones that did

not achieve a 100% deceive rate by the deep models. This is likely because the

Bagging model showed some resistance to the fake signals, as shown in the results

in Table 4.5. The other models, except for the DQN model, achieved a deceive rate

of more than 99%.

Table 4.7: Deceive rate of each deep cooperative spectrum sensing model with co-
operative matrices created by each individual spectrum sensing model.

Model LGBM XGB Random Forest Bagging Extra Trees
ResNet [1] 100% 100% 100% 98.6% 100%
CNN [63] 99.92% 100% 100% 97.9% 100%

ShuffleNetV2 [101] 100% 100% 100% 97.6% 100%
DQN [102] 99.1% 99.7% 97.4% 97.1% 98.5%

These results demonstrate the vulnerability of cooperative spectrum sensing

networks to MU. Using a GAN, it was possible to mimic PU signals, deceive indi-

vidual spectrum sensing models, negatively influence the generation of cooperative

matrices, and deceive deep cooperative spectrum sensing models responsible for the

decision-making of several channels. This could severely damage the dynamics of

cognitive radio and, consequently, reduce the efficiency in the use of the frequency
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spectrum.

4.5 Discussions

Analyzing the experiments and results achieved in this chapter, we can sum-

marize the discussions in five points: (1) real data generation, (2) individual spec-

trum sensing, (3) deep cooperative spectrum sensing, (4) training of the GAN, and

(5) spoofing deep cooperative spectrum sensing. In point (1), some analysis can

be performed by comparing the work in [1]. The data generated for training the

individual spectrum sensing and deep cooperative spectrum sensing models show

one difference. In this chapter, the ∆t was 5 seconds, compared to 2 seconds in the

referenced work. This single difference can impact the future models proposed, as

the number of samples increases from 2, 048 to 5, 120.

The first impact of this change in signal generation is evident in individual

spectrum sensing, as discussed in point (2). In [1], a feature extraction method

combined with a Random Forest classifier was used as the individual spectrum

sensing approach. In contrast, we used Lazy Predict directly with the real generated

signals as input. In terms of performance, we achieved 94% overall accuracy with

the LGBM model in our experiments, compared to over 95% overall accuracy in the

referenced work. This difference can be attributed to the use of the feature extractor

and the reduced number of samples of the generated signals. The five models that

best performed (LGBM, XGB, Random Forest, Bagging, and Extra Trees) will suffer

attempt of attack of fake PU signals generated by GAN, in Table 4.1 the overall

accuracy of these models is shown.

In point (3), the cooperative matrices used in this chapter have a fixed size,

with 50 SUs and 32 bands evaluated by each SU. In [1] and [63], the NSU and

NB are reduced, which can certainly impact the final performance of these models.

Additionally, [101] and [102] achieved better results in their work, attaining a higher

level of accuracy than what was achieved in this chapter. The simplified ResNet

proposed in [1] achieved the highest level of accuracy in comparison to the other

models. These models (ResNet [1], CNN [63], ShuffleNetV2 [101], and DQN [102])

will suffer the attempt of attack of cooperative matrices created by fake signals
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generated by GAN, in Table 4.4 they overall accuracy’s is shown.

Regarding point (4), the generator and discriminator losses, shown in Fig-

ure 4.11, converged. However, the discriminator presented a lower loss than the

generator, indicating that the discriminator was better at distinguishing real from

fake signals than the generator was at creating realistic fake signals. Nevertheless,

as presented in Table 4.5, the individual spectrum sensing models were deceived at

a considerable rate. All models were deceived at a rate of over 92%, except for the

Bagging model, which showed some resistance to fake PU signals. Therefore, even

though the generator’s loss was not as low, it was sufficient to deceive these models.

And finally, point (5) concerns spoofing deep cooperative spectrum sensing.

The cooperative matrices created using fake PU signals employed the individual

spectrum sensing models. As shown in Table 4.7, the matrices created by the Bag-

ging model did not achieve the highest deception rate. Evaluating by model, the

DQN [102] demonstrated more resistance to these fake cooperative matrices. How-

ever, we cannot conclude that the DQN is a resistant model to MU, as it presented

the lowest overall accuracy in distinguishing matrices with and without the presence

of PU. A deeper investigation into these architectures is necessary.

In general, we can say that deep cooperative spectrum sensing network is

highly vulnerable to MU, especially when using generative networks such as GANs.

The experiments and results showed a deception rate of over 98%. Given this in-

formation’s, it is urgent to increase discourse and efforts to recognize fake data to

avoid compromising the dynamism and efficiency of the frequency spectrum.

4.6 Conclusion

In this chapter, we investigated the vulnerability of deep cooperative spec-

trum sensing models to GAN-based spoofing attacks. By leveraging the generator

of a trained GAN, we produced highly deceptive PU signals that compromised the

decision-making models in a simulated cognitive radio environment. These find-

ings contribute to the ongoing research on the security of cognitive radio networks,

highlighting the critical need for advanced detection mechanisms to counter such

adversarial threats. The idea was to create fake PU signals based on noise using the
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generator of a trained GAN, deceive individual spectrum sensing models, create co-

operative matrices with these fake outputs, and deceive deep cooperative spectrum

sensing models present in the literature. In the experiments, we achieved over a 92%

deception rate for individual models, except for the Bagging model, which showed

some resistance. Finally, we achieved over a 98% deception rate for deep cooperative

spectrum sensing models. These results highlight the urgent need for research into

methods that can recognize these fake signals to prevent MU from disturbing the

efficiency of the spectrum frequency, especially in today’s world where this resource

is even more contested.

Future work should focus on developing hybrid detection models that in-

tegrate adversarial training with real-time signal authentication techniques. One

promising approach could involve multi-view learning, where different neural net-

works are trained to recognize specific signal features, such as amplitude, phase, and

frequency patterns. Their outputs are combined using an ensemble method, such

as weighted voting or stacking, to make a final decision. Additionally, exploring the

incorporation of temporal coherence analysis and graph-based anomaly detection

could further enhance the robustness of the models against sophisticated spoofing

attacks. These enhancements would provide a more comprehensive framework for

distinguishing between real and fake signals under diverse environmental conditions.
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Chapter 5

Conclusions

It was proposed in an initial study the use of a simplified ResNet for coopera-

tive spectrum sensing [4], however, the computational cost was high, compromising

potential experimental applications. To address this difficulty, the use of feature

extractor in conjunction with the Random Forest classifier was proposed for the

creation of cooperation matrices to be used by a simplified ResNet model [1]. As

presented, the achieved results demonstrate that the proposed method is capable

of differentiating noise signals from signals with presence of primary user with high

levels of accuracy with few secondary users cooperating in the system. It is also

noteworthy that, even at high noise levels, the proposed method manages to achieve

good levels of accuracy. In addition to accuracy, it is also observed that the method

presents low latency, which is desirable in current communication systems, such as

5G and 6G.

Due to the influence of noise and distance perceived in the first research, a

second study shows promising results. To better design communication systems and

AI models used to increase the efficiency of the spectrum, predicting noise levels

and the distances between users in a cooperative network is highly desirable. In this

second study, the use of regression models was proposed, ranging from lightweight

models such as LGBM to robust networks such as transformers, to predict noise

levels and distances between users in a cooperative communication network. The

proposed method achieved excellent results, proving to be promising in predicting

noise and the distances between PUs and SUs in a system. This definitely helps

engineers design better communication systems, provide services, and assist in the
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better fitting of AI models for each specification and client.

During these studies on spectrum sensing, some questions about security

have arisen. With the recent development of generative networks such as GANs,

which can create and modify almost all types of data, concerns about spectrum

security have begun to be discussed. A third study shows promising results: using

GANs, it is possible for an MU to mimic PU signals and deceive AI models used in

deep cooperative spectrum sensing. The experiments conducted have shown a high

level of vulnerability, where fake signals are easily mistaken for real PU signals by

these models, leading to efficiency reduction and a lack of dynamism in the use of

spectrum frequency. Beyond that, these results also raise ideas on how to recognize

these MUs before they compromise the performance of communication systems.

In this thesis, three major studies were conducted on spectrum sensing, spec-

trum estimation, and spectrum security. The objectives described in the introduc-

tion were achieved, and the experiments in all three studies contributed to the field

of communication. As future work for spectrum sensing, we propose deeper studies

on feature extraction and the use of more recent models for both individual spec-

trum sensing and deep cooperative spectrum sensing. For spectrum estimation, we

suggest using real signals instead of synthetic data to increase the reliability of the

proposed method. Finally, for spectrum security, we propose developing AI models

to identify fake PU signals, thereby dynamically mitigating damage to communica-

tion systems.
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Appendix A

Feature extraction

In order to reduce system complexity, feature extraction from the signals

received by the SU is proposed to highlight their unique properties [1,4,57,58,109].

The proposed features and their descriptions are:

• Maximum value of the power spectral density (PSD) of the normalized and

centered instantaneous amplitude (γmax):

γmax =
max |DFT {anc(n)}|2

Ns

(1)

where Ns is the number of samples in each segment, and anc(n) is the normal-

ized and centered instantaneous amplitude, anc(n) = |H{y(n)}ei2πfcn|
ma

− 1. Here,

H{y(n)} represents the Hilbert transform, y(n) is the received signal sampled

at t = n
fs

, and ma is given by 1
Ns

∑Ns

n=1 |H {y(n)} ei2πfcn|.

• Standard deviation of the normalized and centered instantaneous amplitude

(σaa):

σaa =

√√√√ 1

Ns

Ns∑
n=1

(
anc(n)− anc(n)

)2
(2)

where anc(n) is the mean of the normalized and centered instantaneous am-

plitude.

• Standard deviation of the centered nonlinear absolute instantaneous phase

(σap) is evaluated over a non-weak range of signal segments. The weak segment

refers to the amplitude value, an, which is susceptible to phase distortions due
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to the insertion of Gaussian noise, so the non-weak segment region is defined

when an(n) ≥ 0.1 [109]. The σap is expressed below:

σap =

√√√√√ 1

C

 ∑
an(n)≥0.1

ϕ2
NL(n)

−
 1

C

∑
an(n)≥0.1

|ϕNL(n)|

2

(3)

where an(n) = |H{y(n)}ei2πfcn|
ma

and C is the total number of samples in the

non-weak segment of the signal. The variable ϕNL is the non-linear phase

described by the angle between the real and imaginary components of the

Hilbert transform of the received signal H{y(n)}. Furthermore, ϕNL(n) is the

value of the non-linear component of the instantaneous phase at time instant

t = n
fs

.

• Standard deviation of the centered direct nonlinear phase (σdp) [109]:

σdp =

√√√√√ 1

C

 ∑
an(n)≥0.1

ϕ2
NL(n)

−
 1

C

∑
an(n)≥0.1

ϕNL(n)

2

(4)

• Standard deviation of the normalized and centered instantaneous frequency

(σaf ) is calculated over non-weak ranges of a signal segment [109]. σaf is

obtained according to the following expression:

σaf =

√√√√√ 1

C

 ∑
an(n)≥0.1

f 2
N(n)

−
 1

C

∑
an(n)≥0.1

fN(n)

2

(5)

where fN(n) =
f(n)−mf

rs
, where rs is the symbol rate of the digital sequence,

mf = 1
Ns

∑Ns

n=1 f(n), and f(n) is the instantaneous frequency given by the

relative time derivative ϕNL(n) divided by 2π, 1
2π

dϕNT

dt
.

• Standard deviation of the absolute value of the normalized and centered in-

stantaneous frequency (σf ) [109]:

σf =

√√√√√ 1

C

 ∑
an(n)≥0.1

f 2
N(n)

−
 1

C

∑
an(n)≥0.1

|fN(n)|

2

(6)
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• Maximum value of the PSD of the normalized and centered instantaneous

frequency (γmaxf ) is given by the following equation:

γmaxf =
max |DFT {fN(n)}|2

Ns

(7)

• Maximum value of the Discrete Cosine Transform (maxdct):

Cx(k) =


∑N−1

n=0 2H{y(n)} cos
(

π
2N

k(2n+ 1)
)
, for 0 ≤ k ≥ N

0, otherwise
(8)

The result of the maximum value of the Discrete Cosine Transform over the

complex envelope of the signal, given by the expression H{y(n)}, represents

the characteristic."

• Maximum value of the Walsh-Hadamard Transform (σwht):

WT HN =
n times︷ ︸︸ ︷

DFT 2

⊗
· · ·
⊗
DFT 2

(9)

where DFT 2 =
[
1 1 1 −1

]
is the 2-point DFT matrix and

⊗
denotes the

Kronecker product. The characteristic is obtained by calculating the maximum

value of the coefficients of the Walsh-Hadamard transform of the complex

envelope of the signal.

• Standard deviation of the Discrete Wavelet Transform (σdwt):

σdwt =

√√√√ 1

Ns

Ns∑
n=1

(
DWT {H{y(n)}} −

Ns∑
n=1

DWT {H{y(n)}}
n

)2

(10)

where DWT is the Discrete Wavelet Transform.
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