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Abstract

In the last three decades, memory safety issues in low-level programming languages such as C or

C++ have been one of the significant sources of security vulnerabilities; however, there exist only

a few attempts with limited success to cope with the complexity of C++ program verification.

This work describes and evaluates a novel verification approach based on bounded model checking

(BMC) and satisfiability modulo theories (SMT) to verify C++ programs formally. This verification

approach analyzes bounded C++ programs by encoding various sophisticated features that the C++

programming language o↵ers into SMT, such as templates, sequential and associative containers,

inheritance, polymorphism, and exception handling. We formalize these sophisticated features within

our formal verification framework using a decidable fragment of first-order logic and then show how

state-of-the-art SMT solvers can e�ciently handle that. We implemented this verification approach

on top of the E�cient SMT-Based Context-Bounded Model Checker (ESBMC). We compare ESBMC

to LLBMC and DIVINE, which are state-of-the-art verifiers to check C++ programs directly from

LLVM bitcode. The experimental evaluation contains a set of over 1, 500 benchmarks from several

sources (e.g., Deitel & Deitel, NEC Corporation, and GCC test suite), which covers several C++

features. Experimental results show that ESBMC can handle a wide range of C++ programs,

presenting a higher number of correct verification results, and at the same time, it reduces the

verification time if compared to LLBMC and DIVINE tools.

Keywords: Software Verification, Model Checking, C++, Memory Safety.
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Chapter 1

Introduction

In this work, we describe and evaluate a novel SMT-based BMC approach to verify C++ programs

using an operational model, an abstract representation of the Standard C++ Libraries (SCL) that

reflects their semantics. We integrate this approach into the E�cient SMT-Based Context-Bounded

Model Checker (ESBMC) [29,43–45] and formalize how ESBMC handles templates, sequential and

associative containers, inheritance, polymorphism, and exception handling using a decidable frag-

ment of the first-order logic [16].

1.1 Problem & Motivation

The main problem this work aims to solve is how to verify the memory safety properties of C++

programs automatically. For more than 30 years now, memory safety issues in low-level programming

languages such as C or C++ have been one of the major sources of security vulnerabilities [90]. For

instance, the Microsoft Security Response Center reported that approximately 70% of their security

vulnerabilities each year are due to memory safety issues in their C and C++ code [66]. Beyond

memory safety, undefined behavior (e.g., signed integer overflow) also represents another crucial

source of errors in C and C++ programs that could potentially lead to security issues [53].

Software verification plays a vital role in ensuring the overall product reliability. Over the last

15 years, formal techniques have been dramatically evolved [26], its adoption in industry has been

growing [22, 27, 36, 83], and several tools to formally verify C programs have been proposed [12];

however, there exist only a few attempts with limited success to cope with the complexity of C++

program verification [4, 15, 40, 50, 69–71, 78, 87, 91–93, 99]. The main challenge here is to support

sophisticated features that the C++ programming language o↵ers, such as templates, sequential

and associative template-based containers, inheritance, polymorphism, and exception handling. At

the same time, to be attractive for mainstream software development, C++ verifiers must handle

large programs, maintain high speed and soundness, in addition to supporting legacy designs.

1



CHAPTER 1. INTRODUCTION 2

1.2 Objectives

This work aims to demonstrate the e�ciency and e↵ectiveness of formal verification techniques to

prove the absence of memory safety and undefined behavior issues in C++ programs. This general

goal is correlated with the following specific ones:

i. Provide a logical formalization of essential features that the C++ programming language

o↵ers, such as templates, sequential and associative containers, inheritance, polymorphism,

and exception handling.

ii. Provide a set of abstractions to the Standard C++ Libraries (SCL) that reflects their semantics,

in order to enable the verification of functional properties related to the use of these libraries.

iii. Extend an existing verifier to handle the verification of C++ programs based on (i) and (ii) and

evaluate its e�ciency and e↵ectiveness in comparison to similar state-of-the-art approaches.

1.3 Contributions

In an attempt to cope with ever-growing system complexity, bounded model checking (BMC) based

on satisfiability modulo theories (SMT) has been introduced as a complementary technique to

Boolean satisfiability (SAT) for alleviating the state explosion problem [14]. Formal verification

of source code can have a significant positive impact on the quality of code. In particular, formally

verified specifications of code provide precise, machine-checked documentation for developers and

consumers of a codebase. They improve code quality by ensuring that the program’s implementation

reflects the developer’s intent. Unlike testing/fuzzing, which can only validate code against a set

of concrete inputs, formal proof can assure that the code is both secure and correct for all possible

inputs [13,97]; however, it is important to highlight that one does not invalidate the other and both

approaches are fundamental to achieve higher levels of software quality.

In this context, R. Gadelha et al. [42,80] initiated the support of the formal verification of C++

programs in ESBMC. The previous work focused on the support for templates (partially), sequential

containers, and the implementation of exception handling in ESBMC. We describe and evaluate

novel approaches to handle sequential and associative containers, in addition to the formalization

of ESBMC’s mechanisms to handle inheritance, polymorphism, and all its throw & catch exception

rules. ESBMC can check for undefined behaviors and memory safety issues such as under- and

overflow arithmetic, division-by-zero, pointer safety, array out-of-bounds violations, and user-defined

assertions. In addition to these properties, the combination of ESBMC and the C++ operational

models enables us to verify specific properties related to C++ structures (e.g., functional properties

of standard containers), via pre- and postconditions. ESBMC also provides specific strategies to

handle exceptions in C++ programs (e.g., exception specification for functions and methods), which

previous approaches could not handle [15, 40,78].
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Precisely, the major contributions of this work are:

1. the formal description of how ESBMC handles primary template, explicit-template specializa-

tion, and partial-template specialization;

2. the operational model structure to handle new features from the SCL (e.g., sequential and

associative template-based containers);

3. the formalization of the ESBMC’s engine to handle inheritance & polymorphism;

4. the formalization of all throw & catch exception rules supported by ESBMC;

5. the expressive set of publicly available benchmarks designed specifically to evaluate software

verifiers that target the C++ programming language;

6. the comparative evaluation of state-of-the-art software model checkers on the verification of

C++ programs. We compare the proposed approach against the LLBMC [40], a bounded

model checker based on SMT solvers, and DIVINE [4], an explicit-state model checker, both for

ANSI-C and C++ programs. Our experimental evaluation contains a broad set of over 1, 500

benchmarks, where ESBMC reaches a success rate of 84.27%, which significantly outperforms

both LLBMC and DIVINE.

1.4 Outline

The remainder of this document is organized as follows. Section 2 gives a brief introduction to BMC

and the ESBMC architecture and describes the essential background theories of the SMT solvers.

Section 3 discusses the related work. In Section 4, we describe the main contributions: Section 4.1

presents the proposed approach to support templates; Section 4.2 presents the operational model

to replace the SCL in the verification process; Section 4.3 presents the formalization of ESBMC’s

mechanism to support inheritance & polymorphism features, respectively; and Section 4.4 formally

describes the exception handling approach in ESBMC. Furthermore, in Section 5, we present the

results of the experimental evaluation using over 1, 500 C++ benchmarks and extra data is presented

in Appendix A. The evaluation also compares the experimental results to other state-of-the-art C++

model checkers. Finally, Section 6 contains the conclusion and future directions.



Chapter 2

Background Theory

ESBMC is a bounded model checker built on an improved version of the front-end of CBMC to

generate the VCs for a given ANSI-C/C++ program, and encode them using di↵erent background

theories (i.e., linear integer and real arithmetic, and bitvectors) and SMT solvers (i.e., Boolector [75],

Z3 [33], Yices [38], MathSAT [23], and CVC4 [5]). ESBMC represents one of the most prominent

BMC tools for software verification according to the last editions of the Intl. Competition on Software

Verification (SV-COMP) [6–12,86]; in particular, it was recently ranked at the top three verifiers in

the overall ranking of SV-COMP 2018.1

2.1 Satisfiability Modulo Theories

SMT decides the satisfiability of a fragment of quantifier-free first-order formulae using a combina-

tion of di↵erent background theories and, thus, generalizes propositional satisfiability by supporting

uninterpreted functions, linear and non-linear arithmetic, bit-vectors, tuples, arrays, and other de-

cidable first-order theories. Given a theory ⌧ and a quantifier-free formula  , we say that  is

⌧ -satisfiable if and only if there exists a structure that satisfies both the formula and the sentences

of ⌧ , or equivalently, if ⌧ [{ } is satisfiable [17]. Given a set �[{ } of formulae over ⌧ , we say that

 is a ⌧ -consequence of �, and write � |=⌧  , if and only if every model of ⌧ [ � is also a model of

 . Checking � |=⌧  can be reduced in the usual way to checking the ⌧ -satisfiability of � [ {¬ }.

2.1.1 Arrays and Tuples

The most important theories for ESBMC are the array and tuple theories, which are used to model

the sequential container data structures and objects, respectively. The array theories of SMT solvers

are typically based on the McCarthy axioms [62]. The function select(a, i) denotes the value of an

1https://sv-comp.sosy-lab.org/2018/results/results-verified/

4



CHAPTER 2. BACKGROUND THEORY 5

array a at index position i and store(a, i, v) denotes an array that is exactly the same as array a

except that the value at index position i is v. Formally, the functions select and store can then be

characterized by the following two axioms [5, 18, 33]:

i = j ) select(store(a, i, v), j) = v

i 6= j ) select(store(a, i, v), j) = select(a, j)

Array bounds checks need to be encoded separately, as the array theories assume arrays of

unbounded size. However, arrays in software are of bounded size.

Tuples provide store and select operations similar to those in arrays, but work on the tuple

elements. Each field of the tuple is represented by an integer constant. Hence, the expression

select(t, f) denotes the field f of tuple t while the expression store(t, f, v) denotes a tuple t that at

field f has the value v and all other fields remain the same.

2.2 Bounded Model Checking

In BMC, the program to be analyzed is modeled as a state transition system, which is extracted

from the control-flow graph (CFG) [72]. This graph is built as part of a translation process from

program code to static single assignment (SSA) form. A node in the CFG represents either a (non-)

deterministic assignment or a conditional statement, while an edge in the CFG represents a possible

change in the program’s control location.

Given a transition system M, a property �, and a bound k, BMC unrolls the system k times and

translates it into a VC  , such that  is satisfiable if and only if � has a counterexample of length

k or less [14]. The associated model checking problem is formulated by constructing the following

logical formula:

 k = I(s0) ^
k�1̂

i=0

T (si, si+1) ^
k_

i=0

¬�(si), (2.1)

given that � is a safety property, I is the set of initial states of M and T (sj , sj+1) is the transition

relation of M between steps j and j + 1. Hence, I(s0) ^
V

i�1
j=0 T (sj , sj+1) represents the executions

of M of length i and the formula 2.1 can be satisfied if and only if, for some i  k, there exists a

reachable state at step i in which � is violated. If the formula 2.1 is satisfiable, then the SMT solver

provides a satisfying assignment, from which we can extract the values of the program variables to

construct a counterexample. A counterexample for a property � is a sequence of states s0, s1, · · · , sk

with s0 2 S0 and T (si, si+1) with 0  i < k.

If the formula 2.1 is unsatisfiable, we can conclude that no error state is reachable in k steps or

less. In this case, BMC techniques are not complete because there might still be a counterexample

that is longer than k. Completeness can only be ensured if we know an upper bound on the depth

of the state space, i.e., if we can ensure that we have already explored all the relevant behavior of
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the system, and searching any deeper only exhibits states that have already been verified [58].

2.3 ESBMC Architecture

ESBMC is a mature, permissively licensed open-source context-bounded model checker for the verifi-

cation of C++, single- and multi-threaded C programs [28, 68, 77]. It can verify both predefined

safety properties (e.g., bounds check, pointer safety, overflow) and user-defined program assertions

automatically. Its development started in 2008 on top of the CProver framework [24], but almost all

components have been re-designed and re-implemented in subsequent years, including the basic data

structures, front-end, symbolic execution, memory model, and back-end. By default, ESBMC takes

a ANSI-C or C++ program and checks for array bounds violations, divisions by zero, pointer safety

(incl. alignment), and all user-defined properties. It has options to check for overflows, memory

leaks, deadlocks and data-races, and to choose between a fixed- or (IEEE) floating-point arithmetic.

ESBMC has also been extended to localize faults in single- and multi-threaded programs [31, 32].

Fig. 2.1 shows the ESBMC architecture [29, 43, 48]. White rectangles represent input and output;

gray rectangles represent the steps of the verification.

Counterexample

Verification Successful

SMT
Solver

Convert Properties

Convert Constraints

Logical
Context

Symbolic
Engine

GOTO
Converter

C++
Type-check

C++ Parse
Tree

C++
Source

Property 
holds up 
to bound k

Property 
violation

ScanC++ IRIR Type-checked

GOTO
Program

(CFG)

SSA Form

Operational
Model

ANSI-C
Source

AST 
Converter clang

clang IR Scan

Front-end

Logical Formula

Logical Properties

Logical Constraints

Figure 2.1: ESBMC architectural overview.

Front-end. The first steps are the source code parser and the type-check, which are language-

specific. The parser for C++ is heavily based on the GNU C++ Compiler (GCC) [41], which allows
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ESBMC to find most of the syntax errors already reported by GCC. For ANSI-C, ESBMC now uses

clang [60], a state-of-the-art compiler suite for C/C++/ObjectiveC/ObjectiveC++ widely used in

industry [65], as its front-end. As developers, we thus avoid the need to maintain a separate front-

end, but this approach also brings many advantages for users: (i) ESBMC provides compilation

error messages as expected from an industrial-strength tool; (ii) ESBMC leverages clang’s powerful

static analyzer to provide meaningful warnings when parsing the program; (iii) clang can simplify

the input program (e.g., calculate sizeof expressions, evaluate static asserts), which simplifies the

analysis of the code. Note that ESBMC uses clang’s API to access and traverse the program abstract

syntax tree (AST), without having details of the input program compiled away, which di↵ers from

other verifiers (e.g., LLBMC [40]) that rely on the LLVM bitcode.

Control-flow Graph (CFG) Generator. On type-checking for C++ programs, the code is

statically analyzed, which includes assignment checks, type-cast checks, pointer initialization checks,

function call checks and template instantiation. By the end of the type-check, the Intermediate

Representation (IR) creation is completed and will be used by the GOTO converter to generate

the GOTO program. For ANSI-C, the CFG generator takes the program AST from clang and

transforms it into an equivalent GOTO program: a simplified representation that consists only of

assignments, conditional and unconditional branches, assumes, and assertions. In particular, this

step eliminates all for, while, do-while and switch statements. It also adds checks for division by

zero and out-of-bounds access (and for integer and floating-point overflow [46], if enabled).

Symbolic Execution Engine. ESBMC then symbolically executes the GOTO program: it

unrolls loops k times, generates the static single assignments (SSA) form of the unrolled program,

and derives all the safety properties to be checked by the SMT solver. This step also inserts pointer

safety checks for dynamically allocated memory, if they are enabled. Note that this can only be

done after unrolling because the pointer analysis needs to know the maximum set of dynamically

allocated structures. ESBMC aggressively simplifies the program to generate small SSA sets, using

constant folding and various arithmetic (including floating-point) simplifications.

SMT back-end. ESBMC’s SMT back-end supports five solvers: Boolector (default), Z3, Math-

SAT, CVC4 and Yices. The back-end is highly configurable and allows the encoding of quantifier-

free formulas with support for bitvectors, arrays, tuple, fixed-point and floating-point arithmetic (all

solvers), and linear integer and real arithmetic (all solvers but Boolector). We use the back-end to

encode the SSA form of the program into a quantifier-free formula and check satisfiability of C^¬P ,

where C is the set of constraints and P is the set of properties. If the formula is SAT, the program

contains a bug: ESBMC will generate a counterexample with the set of assignments that lead to the

property violation.



Chapter 3

Related Work

Conversion of C++ programs into another language makes the verification process easier since C++

model checkers are still in the early development stages and there exist more stable verification

tools written for other programming languages, such as C [12]. This conversion, however, can

unintentionally introduce or hide errors in the original program; in particular, the verification of the

converted program may present di↵erent results if compared to the verification of the original C++

program, unless we check the equivalence of both the original and the modified program [52], which

can become undecidable in the presence of unbounded memory usage.

When it comes to the verification of C++ programs, most of the model checkers available in

the literature focus their verification approach on specific C++ features, such as templates, and

end up neglecting other features of equal importance, such as the verification of the STL [82,88] or

exceptions [64]. Table 3.1 shows a comparison among other studies available in the literature and

our proposed approach.

Table 3.1: Related work comparison.

Related work

Conversion
to interme-

diate
languages

C++ Programming Language

Templates
Standard
Template
Libraries

Inheritance &
Polymorphism

Exception Handling

Merz et al. [40] LLVM Yes Yes Yes No

Blanc et al. [15] No Yes Yes No No

Prabhu et al. [78] ANSI-C Yes Not mentioned Yes Yes

Clarke et al. [24] No Yes No No No

Baranová et al. [4] LLVM Yes Yes Yes Yes

ESBMC v2.0 [80] No Yes Yes Yes Yes

Merz, Falke, and Sinz [40,64] describe LLBMC, a tool that uses BMC to verify C++ programs.

8
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The tool first converts the program into LLVM intermediate representation, using clang [59] as

an o↵-the-shelf frontend. This conversion removes high-level information about the structure of

C++ programs (e.g., the relationship between classes), but the code fragments that use the STL

are inlined, which simplifies the verification process. From the LLVM intermediate representation,

LLBMC generates a quantifier-free logical formula based on bit-vectors. This formula is further

simplified before bit-blasting and passed to an SMT solver for verification. The tool does not verify

programs with exception handling, which makes it di�cult to realistically verify C++ programs,

since exceptions must be disabled during the generation of the LLVM intermediate representation.

The biggest di↵erence between the tool described by the authors and the purpose of this work is

related to the beginning of the verification process. In LLBMC, the conversion of the source program

into an intermediate representation LLVM is required. The biggest obstacle to this approach is the

need for a constant tool adjustment to new versions of the LLVM intermediate representation that

clang generates. For instance, a symbolic virtual machine built on top of the LLVM compiler, named

as KLEE [20], still uses an old version of LLVM (v3.4) due to the major e↵ort to update its internal

structure.

Blanc, Groce, and Kroening [15] describe the verification of C++ programs using containers

via predicate abstraction. A simplified operational model using Hoare logic is proposed to support

C++ programs that make use of the STL. The purpose of the operational model is to simplify

the verification process using the SATABS tool [25]. SATABS is a verification tool for C and

C++ programs that supports classes, operator overloading, references, and templates (but without

supporting partial specification). The authors show that, in order to verify the correctness of a

program, it is su�cient to use an operational model by proving that, if the pre- and postconditions

hold, the implementation model also holds. The approach is e�cient in finding trivial errors in

C++ programs. The preconditions are modeled to verify the library containers using an operational

model similar to the model used by the ESBMC tool for the same purpose. Regarding the operational

model, the authors present only the preconditions, while our operational model verifies preconditions

and replicates the behavior of the STL, which increases the range of applications that can be properly

verified by the tool (i.e., postconditions).

Prabhu, Maeda, and Balakrishnan [78] present an inter-procedural exception analysis and trans-

formation framework for C++ programs, which records the flow of the program created by exceptions

and creates an exception free C program. The creation of exception-free programs starts with the

generation of a control-flow graph, called Inter-procedural Exception Control-Flow Graph (IECFG).

The IECFG is then analyzed by an algorithm developed by the authors that models all possible

exceptions, which can connect the catch blocks using a compressed representation, called signed-

typeset. The result of the modeling is then used to generate the exception-free C program, which

simulates the behavior of throwing and catching exceptions by assigning the thrown object to a

local object (i.e., assigned to the object of the declaration of the catch block), and by the use of
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GOTO instructions. At the end of the conversion process, the C program is checked using the

F-SOFT [56] tool. For the experimental evaluation, 18 C++ programs and 4 commercial applica-

tions were used. The verification of these benchmarks focuses on only two properties: “no throw”

(the percentage of code that does not generate exceptions) and “no leak” (the number of memory

leaks in try blocks) [78]. The authors do not indicate whether this approach is able to verify other

types of errors in addition to the two described properties. Connection rules and formal verification

using exception handling are also presented. The technique described by the authors is similar to

ours, including the use of GOTO instructions to model jumps to catch blocks. The di↵erence is

the number of properties our tool can verify: we can not only check the paths that throw excep-

tions and memory leaks in try blocks, but we also check for property violations in the paths where

exceptions were thrown. Futhermore, the authors make no mention of exception specialization or

terminate/unexpected handling.

Clarke, Kroening, and Lerda [24] present CBMC, which implements BMC for C/C++ programs

using SAT/SMT solvers. CBMC uses its own parser, based on Flex/Bison [29], to build an AST.

The type-checker of CBMC’s front-end annotates this AST with types and generates a language-

independent intermediate representation of the original source code. The intermediate representation

is then converted into an equivalent GOTO-program (i.e., control-flow graphs) that will be processed

by the symbolic execution engine. ESBMC improves the front-end, the GOTO conversion and the

symbolic execution engine to handle the C++03 standard. CBMC and ESBMC use two functions

C and P that compute the constraints (i.e., assumptions and variable assignments) and properties

(i.e., safety conditions and user-defined assertions), respectively. Both tools automatically generate

safety conditions that check for arithmetic overflow and underflow, array bounds violations, and null

pointer dereferences, in the spirit of Sites’ clean termination [85]. Both functions accumulate the

control-flow predicates to each program point and use these predicates to guard both the constraints

and the properties, so that they properly reflect the semantics of the program. A VC generator

(VCG) then derives the verification conditions from them. CBMC is a well-known model checker

for C programs, but its support for C++ is rather incomplete (cf. Chapter 5). In particular, CBMC

has problems instantiating template correctly, and lacks support for exception specialization and

terminate/unexpected functions.

Baranová et al. [4] present DIVINE, an explicit-state model checker to verify single- and multi-

threaded programs written in C/C++ (and other input formats, such as UPPAAL1 and DVE2).

Another language supported by DIVINE is the LLVM intermediate representation; for this reason,

the base of its verification process is the translation of C++ programs into that representation.

Using clang [59] as front-end, DIVINE translates C++ programs into the LLVM intermediate rep-

resentation, thereby applying its own implementation of the C and C++ standard libraries, in order

1
http://www.uppaal.org

2
http://divine.fi.muni.cz/index.html
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to ensure a consistent translation. Nonetheless this translation process might cause some irregu-

larities to the verification process, once it looses high-level information about the C++ program

structure (i.e., the relationship between the classes). To tackle such issues in the verification process

of exception handling structures, Štill, Ročkai and Barnat [88] propose a new API for DIVINE to

properly map and deal with exception handling in C++ programs, based on a study about the

C++ and LLVM exception handling mechanisms [82]. The authors also claim DIVINE as the first

model checker that is able to verify exception handling in C++ programs, as opposed to what has

been stated by Ramalho et al. [80]. However, ESBMC v1.23 (i.e., the version used by Ramalho et

al. [80]) is able to correctly verify the example presented by Ročkai, Barnat and Brim [88], gen-

erating and verifying 10 VCs in less than one second. In fact, our experimental evaluation shows

that ESBMC outperforms DIVINE in handling exception as well as for the support of standard

containers, inheritance, and polymorphism (cf. Chapter 5).

Marjamäki [61] developed Cppcheck, a static analyzer for C/C++ primarily focuses on detecting

undefined behaviors using multiple checkers for specific violations, e.g., dead pointers, division by

zero, invalid bit shift operands, invalid conversions, null pointer dereferences, out of bounds viola-

tions, uninitialized variables, among others. Firstly, it preprocesses the source files and produces a

token list, which is then converted into a syntax tree. The analyzer also keeps a symbol database

with additional information about the source code. Cppcheck performs a data-flow analysis before

running specific checkers, in order to assign each token a list of possible values for all variables.

Finally, each checker uses the information from previous steps to look for a particular vulnerability

(e.g., integer overflows). Even though the major goal of the tool is to report as few false positive

as possible, Ågren [79] points that the tool could still lead to false positives due to lack of sup-

port for function pointers, macro expansion, or inheritance. The prime di↵erence between ESBMC

and Cppcheck is that Cppcheck is a bug-finding tool, and ESBMC can not only find bugs but can

also be used to prove correctness, either by fully unrolling all loops in the program or by using

k -induction [47,48]. Additionally, ESBMC uses a bit-accurate verification engine to check for arith-

metic under- and overflow while Cppcheck is unable to precisely check for such properties [3,67,73].

Nevertheless, Cppcheck was applied to major projects including Debian Automated Code Analysis

(DACA) [51] and OpenO�ce.org [57].



Chapter 4

SMT-based Bounded Model

Checking of C++ Programs

In this chapter, we start by describing the formalization behind the support for C++ templates, its

application, and how ESBMC handles them. Importantly, the current support of templates is the

base for the STL. We then describe our operational model, a simplified version of the SCL, specially

developed for verification purposes. We focus on the description of the containers provided by STL,

presenting the basic operations that reproduce the behavior of the standard. We also describe how

ESBMC deals with inheritance and polymorphism in C++ programs. Lastly, we formally define

the exception handling in ESBMC, including the description of the connection between throw and

catch statements, exception specification and, terminate and unexpected handlers.

4.1 Templates

The concept of templates in the C++ programming language is more than twenty years old [96], and

represents one of its most essential features; in the early 1990s, templates were already documented

in the literature [39], and their usage has grown ever since. Templates are generally used to define

functions or classes of generic types, which can be later instantiated with a specific data type.

Reusability is the main advantage of the usage of templates since it is not necessary to write a

di↵erent version of classes or functions for each type used in the C++ program. In addition to the

primary templates, C++ allows explicit template specialization as an alternative implementation

to specialize a (class or function) template to a specific data type [55]. Similarly, partial template

specialization is also allowed, i.e., where only some of its template arguments are specialized while

others remain generic [55]. ESBMC is currently able to handle the verification of C++ programs with

template functions, class templates, and (partial and explicit) template specialization, according to

12
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the C++03 standard [55]. Indeed, the current support for C++ templates in ESBMC is one of

the key features that enable it to properly verify STL, SCL, and real-world C++ programs (cf.,

Chapter 5), even though it is still a work-in-progress.

Templates are not run-time objects [89] when a C++ program is compiled, classes and functions

are generated from templates, and those templates are removed from the final executable. ESBMC

has a similar process in which templates are only used until the type-checking phase, where all

templates are instantiated, and the classes and functions are generated. Any instantiated function

or class is no longer a template. Hence, at the end of the type-checking phase, all templates are

entirely discarded. In ESBMC, the entire verification process of C++ programs, which make use of

templates, is essentially split into two steps: creation of templates and template instantiation. The

creation of templates is more straightforward and happens during the parsing step when all generic

data types of the generated C++ IR are properly marked as generic and each specialization is

paired with its corresponding primary template. No instantiated function or class is created during

parsing because ESBMC does not know which template types will be instantiated.

Regarding template instantiation, the implementation in ESBMC is based on the formalization

previously presented by Siek and Taha [84] who introduced the first proof of type safety of the

template instantiation process for C++03 programs. To properly describe the template instantiation

process in ESBMC, we formally define the syntactic domains ⇧, T , S, A, N , and K as follows:

⇧ := ⇡

T := ⌧

S := s | se | sp

A := a | A

N := name | I.name |G.name

K := k | I.k |G.k | class | func

In this context, ⇡, ⌧ , and s are classes of variables of type template instantiations ⇧, templates

T , and template specializations S, respectively. We abuse the notation se to denote an explicit

template specialization and sp to indicate a partial template specialization. Here, ⌧ is also referred

to as the primary template. The static domain A represents the set of all template arguments, which

consists of two specific subsets G ✓ A for generic tokens and D ✓ A for data types. Each template

instantiation in the program is represented by a tuple ⇡ = hN ,K,A⇡i, whereN is the template name,

K is the kind of template (i.e., either class for class templates or func for function templates), and

A⇡ = {a1, ..., am|a 2 D} is the set ofm template arguments used on a certain instantiation. Similarly,

each template definition in the program is represented by a tuple ⌧ = hN ,K,A⌧ , S⌧ i, where N is the

template name, K is the kind of template (i.e., either class or func), A⌧ = {a1, ..., an | a 2 G} is

the set of n template arguments, and S⌧ = {s1, ..., sk | s 2 S} is the set of k template specializations

for the primary template ⌧ . Each s1, ..., sk represents a template specialization, which is defined

by the tuple s = hK,Asi, where K is the kind of template (i.e., either class or func) and As is
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defined di↵erently for each specialization. For explicit function specialization se = hfunc,Afunc
se

i,

the set of template arguments is defined as Afunc
se

= {a1, ..., an | a 2 D}; since C++ does not allow

partial template specialization of function templates, all arguments must be data types. Similarly,

for explicit class specialization se = hclass,Aclass
se

i, the set of template arguments is defined as

Aclass
se

= {a1, ..., an | a 2 D}. For partial template specialization sp = hclass,Aclass
sp

i, the set of

template arguments is defined as Aclass
sp

= {a1, ..., an |9!a 2 G^9!a 2 D}, since there must be at least

one remaining generic token and at least one specialized data type. Template specializations do not

carry on extra information (e.g., name) because they are already linked to their primary template

definitions during the template creation process. Furthermore, the implementation of classes and

functions are omitted from this formalization, because they are not relevant for the instantiation

process.

Based on such domains, we must define a 2-arity predicate M(⇡, ⌧), which evaluates whether a

given template instantiation matches a template definition based on its name and type k, as described

by Eq. (4.1). Furthermore, we declare the 2-arity function � : T ⇤
⇥⇧ 7�! S, which selects the most

specialized template in ⌧ given a template instantiation ⇡ as described by Eq. (4.2). The case where

there is no template specialization suitable for ⇡ (i.e., ?) is an indication to select the primary

template definition. To read function �, we must introduce the notion of “most specialized”, which

is represented by the operator ⌫. In this case, given a template instantiation ⇡ and two template

specializations sM and s, the expression (sM,A⇡) ⌫ (s,A⇡) indicates that the template specialization

sM is more specialized for ⇡ than s, based on the set of arguments A⇡, i.e., AsM
matches more template

arguments in A⇡ than the set of template arguments As. Function � is crucial to ESBMC, since it

must select the most specialized template, which matches the given template arguments A⇡ [55,84].

M(⇡, ⌧)
def
=

(
>, ⇡.name = ⌧.name ^ ⇡.k = ⌧.k

?, otherwise
(4.1)

�(⇡, ⌧)
def
=

(
sM, 8s 2 S⌧ · (sM,A⇡) ⌫ (s,A⇡)

?, otherwise
(4.2)

L(⇡, ⌧1, ..., ⌧q) := ite(M(⇡, ⌧1), ⌧⇡ = ⌧1,

ite(M(⇡, ⌧2), ⌧⇡ = ⌧2,

. . .

ite(M(⇡, ⌧q), ⌧⇡ = ⌧q, ⌧⇡ = ?) . . .)

^ ⌧⇡ 6= ?
^ s = �(⇡, S⌧⇡ )

^ ite(s = ?, ⌧⇡, s)

(4.3)

A template instantiation happens when a template is used, instantiated with data types (e.g.,

int, float, or string). ESBMC performs an in-depth search in the C++ IR during the type-

checking process to trigger all instantiations. When a template instantiation ⇡ is found, ESBMC

firstly identifies which type of template k it is dealing with (i.e., either class or func) and which
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template arguments A⇡ is used, setting the tuple ⇡ = hname, k,A⇡i. It then searches whether an IR

of that type was already created, i.e., whether ⇡ has been previously instantiated. If so, no new IR is

created; this avoids duplicating the IR, thus reducing the memory requirements of ESBMC. If there

exists no IR of that type, a new IR is created, used in the instantiation process, and saved for possible

future searches. In order to create a new IR, ESBMC must select the most specialized template

for ⇡; therefore, ESBMC performs another search in the IR to select the proper template definition

⌧⇡ = hname, k,A⌧⇡ , S⌧⇡ i based on the predicate M(⇡, ⌧). ESBMC then checks whether there exists

a (partial or explicit) template specialization in S⌧⇡ , which matches the set of data types in the

instantiation. If ESBMC does not find any template specialization s, which matches the template

arguments, it will select the primary template definition ⌧ , as described by Eq. (4.3). Once the most

specialized template is selected from L(⇡, g1, ..., gq), ESBMC performs a transformation to replace

all generic types for the data types specified in the instantiation A⇡; this transformation is necessary

because, as stated previously, at the end of the C++ type-checking phase all templates are removed.

1 #include<ca s s e r t>
2 using namespace std ;
3

4 // template creat ion
5 template <typename T>
6 bool qCompare ( const T a , const T b) {
7 return ( a > b) ? true : fa l se ;
8 }
9

10 template <typename T>
11 bool qCompare (T a , T b) {
12 return ( a > b) ? true : fa l se ;
13 }
14

15 // template s p e c i a l i z a t i on
16 template<>
17 bool qCompare ( f loat a , f loat b) {
18 return (b > a ) ? true : fa l se ;
19 }
20

21 int main ( ) {
22 // template i n s t an t i a t i on
23 assert ( ( qCompare ( 1 . 5 f , 2 . 5 f ) ) ) ;
24 assert ( ( qCompare<int >(1 , 2) == f a l se ) ) ;
25 return 0 ;
26 }

Figure 4.1: Function template example.

In order to concretely demonstrate the instantiation process in ESBMC, Fig. 4.1 shows an exam-

ple of function templates usage, which is based on the example spec29 extracted from the GCC test

suite1. First, the template creation happens when the declaration of a template function (lines 5–19)

is parsed. At this point, the generic IR of the template is created with a generic type. Template

instantiation happens when the template is used. In Fig. 4.1, the template is instantiated twice

(lines 23 and 24). In fact, it is also possible to determine the type implicitly (line 23) or explicitly

1
https://github.com/nds32/gcc/
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(line 24). In implicit instantiation, the data type is determined by the types of the used parameters,

while in the explicit instantiation, the data type is determined by the value passed between the <

and > symbols.

qCompare

arguments

generic a

generic b

return

bool r

specialization

arguments

float r

float r

return

bool r

(a) Generic IR generated from

the qCompare function template

with generic type in Fig. 4.1.

qCompare

arguments

float a

float b

return

bool r

qCompare

arguments

int a

int b

return

bool r

(b) Instantiated IRs gen-

erated from the template

instantiation with types

float and int in Fig. 4.1.

Figure 4.2: Example of IR creation.

Fig. 4.2 shows the generic IR and the instantiated IRs generated from the code in Fig. 4.1.

Fig. 4.2a shows the generic IR generated from the qCompare function template and its specialization,

while Fig. 4.2b shows the IRs created from instantiating this template with data type float (line 23)

and int (line 24). The function body is omitted in this figure, but it follows the same instantiation

pattern. The generic IR is built with the function name, which is used as a key for future searches,

the IR’s arguments, and return type, as can be seen in Fig. 4.2a. Note that the data type is

labeled as generic, which means that the type is generic. In Fig. 4.2b, the data types that were

previously labeled as generic are now labeled as float for the first instantiation and int for the

second instantiation, which means that these instantiated IRs are not templates anymore and will

not be removed at the end of the type-check phase. Finally, as described earlier, at the end of the

type-check phase, the generic IR (see Fig. 4.2a) is discarded.

After the template instantiation, the verification process resumes, as described by Cordeiro et

al. [30]. As an illustrative example, for the program in Fig. 4.1, ESBMC generates the SSAs shown
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1 a1 = 1 .5 f
2 b1 = 2 .5 f
3 return qcompare1 = (b1 > a1 )? TRUE : FALSE
4 a2 = 1
5 b2 = 2
6 return qcompare2 = ( a2 > b2 )? TRUE : FALSE

Figure 4.3: The program of Fig. 4.1 in SSA form.

in Fig. 4.3. Note that variable declarations and return statements are removed. The SSA form only

consists of conditional and unconditional assignments; in addition, assertions are removed. After

this transformation, ESBMC builds the constraints and properties, as shown in Eqs. (4.4) and (4.5)

in terms of background theories of the SMT solvers. Then, ESBMC performs simplifications on

C and P formulae, in order to remove functionally redundant expressions and redundant literals.

Finally, the formula C ^ ¬P is given to an SMT solver to verify satisfiability.

C :=

2

66664

a1 = 1.5f ^ b1 = 2.5f

^ return qcompare1 = ite (b1 > a1, 1, 0)

^ a2 = 1 ^ b2 = 2

^ return qcompare2 = ite (a2 > b2, 1, 0)

3

77775
(4.4)

P :=

"
return qcompare1 = >

^ return qcompare2 = ?

#
(4.5)

4.2 Standard C++ Libraries

The C++ programming language o↵ers a collection of powerful libraries, called SCL, to provide

most of the functionalities required by the programmer [89]. In particular, a significant set of this

collection of libraries, called STL, relies on templates to provide flexibility for the development of a

C++ program. However, the direct verification of the SCL unnecessarily complicates the verification

of a C++ program, as it contains code fragments irrelevant for verification (e.g., code fragments to

write messages on the screen and optimized assembly code) [70, 80].

To reduce verification complexity, ESBMC uses a simplified Standard C++ Library called the

C++ Operational Model (COM), which covers the essential behaviors of the SCL [55]. A similar

technique, proposed by Blanc, Groce, and Kroening [15], has been used to verify preconditions on

programs. However, ESBMC extends that approach by checking the preconditions and simulating

the behavior of the SCL (i.e., checking postconditions), which improves the e↵ectiveness of the

model checker, as shown in our experimental evaluation (cf., Chapter 5). Our COM removes all the

irrelevant code for verification, while adding checks, e.g., if the iterators are valid before performing

the operation.

In order to be a genuine representation of the SCL, the COM presented shares the same structure

of the standard, as can be seen in Table 4.1. The COM consists of eight groups of libraries: (i) C
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Standard Library, which consists of C libraries with the following di↵erences: the headers have no

extension and every element of the library is defined within the std namespace; importantly, since

ESBMC uses a di↵erent front-end (as shown in Fig. 2.1), we have to build a representation of the

C libraries into the COM; otherwise, ESBMC would not recognize the library methods and fail to

parse the C++ programs; (ii) Streams and Input/Output, which consists of libraries that provide

input and output functionality using streams; (iii) Numeric, which o↵ers mechanisms to perform

numerical operations; (iv) Language support, which consists of types and functions for exception

handling (e.g., exception), functions to manage dynamic allocation (e.g., new) among other base

functionalities; (v) Strings, which provide string types and character traits (e.g., string); (vi)

Localization, which o↵ers functions related to basic localization routines; (vii)General, which consists

of general purpose libraries that provide, for instance, functions designed to be used on ranges of

elements (e.g., algorithm); and (viii) Containers, which provide types used to store objects that

can be accessed sequentially (e.g., vector) or are sorted in order to be quickly searched (e.g., map),

among other types known as associative containers. Note that most of the aforementioned groups

rely on templates to provide their functionalities.

Table 4.1: Overview of the C++ Operational Model.

Standard C++03 Libraries – Operational Model

C Standard
Library

General
Streams &
Input/Out-

put
Containers

Language
Support

Numeric Strings Localization

<cassert> <algorithm> <ios> <bitset> <exception> <complex> <string> <locale>

<cctype> <functional> <iomanip> <deque> <limits> <random>

<cerrno> <iterator> <iosfwd> <list> <new> <valarray>

<cfloat> <memory> <iostream> <map> <typeinfo> <numeric>

<ciso646> <stdexcept> <istream> <multimap>

<climits> <utility> <ostream> <set>

<clocale> <streambuf> <multiset>

<cmath> <sstream> <vector>

<complex> <fstream> <stack>

<csetjmp> <queue>

<csignal>

<cstdarg>

<cstddef>

<cstdio>

<cstdlib>

<cstring>

<ctime>

4.2.1 Core Language for Standard Containers

One of the most challenging part of the COM is the support for the STL. This part is split into

four categories: algorithms, containers, functors, and iterators [54]. In this work, we focus on the

operational model of the sequential and associative containers along with their iterators, and how

they are used to verify real-world C++ programs. Particularly, libraries list, bitset, deque,
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vector, stack, and queue belong to the sequential group, while libraries map, multimap, set,

and multiset belong to the associative group. Containers map naturally into SMT array theory;

however, the C++03 container implementation is based on a pointer structure that degrades the

verification performance [15]. To tackle such a problem, ESBMC applies COM to reduce verification

complexity and insert assertions that check for pre- and postconditions related to containers usage.

In order to properly formalize the verification of both sequential and associative containers, we

extend the previous core container language presented by Ramalho et al. [80]. The core language

defines six syntactic domains, including values V , keys K , iterators I , pointers P , container C

and integers N. Here v, k, p, i, c and n are classes of variables of type V , K , P , I , C and N,
respectively. We abuse the notation ⇤i to denote the value stored in the underlying container at the

position pointed to by the iterator i , ⇤p is the value stored in the p position of the memory. C .begin

and C .end are methods that return iterators, which point to the beginning and the ending of a

container, respectively. Based on such domains, we also define P (+ |�)P as valid pointer operations

and N(+ | ⇤ | . . .)N as valid integer operations. Thus, the complete container language is defined as

follow:
V := v | ⇤p | ⇤i

K := k

I := i | C .begin() | C .end()

| C .insert(I ,V ) | C .insert(K ,V )

| C .search(K ) | C .search(V )

| C .erase(I )

P := p | P (+ |�)P | C.array

C := c

N := n | N(+ | ⇤ | . . .)N

Each operation shown in the core container syntax (e.g., C.insert(I, V )) is explained in Sections

4.2.2 and 4.2.3.

4.2.2 Sequential Containers

Sequential containers are built into a structure to store elements with a sequential order [35]. In our

model, a container c consists of a pointer cv that points to the underlying container and an integer

size that stores the quantity of elements in the container. Similarly, iterators are modeled using two

variables: an integer pos, which contains the index value pointed by the iterator in the container

and a pointer iv, which points to the underlying container. In our model, the defined notation ⇤i is

equivalent to (i .iv )[i .pos]. Fig. 4.4 gives an overview of our operational model for the STL sequential

containers.

All methods from the STL can be expressed as simplified variations of three main operations:

insertion (C .insert(I ,V )), deletion (C .erase(I )), and search (C .search(V )). As part of the SSA
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Figure 4.4: Operational model illustration of the STL sequential containers.

transformation, side e↵ects on iterators and containers are made explicit, so that operations return

new iterators and containers with the same contents, except for the field that has just been updated.

Thus, the translation function C describes constraints relating the “before” and “after” versions of

the respective model variables. Indeed, notations with apostrophe (e.g., c0 and i0) represent the state

of model variables after the respective operation, and simplified notations (e.g., c and i) represent

their previous states. Since ESBMC generates quantifier-free formulas, all loops (such as for and

while) are always unrolled and the respective expressions (i.e., C ^¬P) are thus encoded into SMT.

Therefore,
8 n · (lowerbound  n  upperbound) )

select(store(p, n, v), n) = v
(4.6)

represents a loop expression, where each value of an array p (i.e., v), from lowerbound to upperbound

positions, will be selected. As we deal with quantifier-free formulae, Eq. 4.6 actually is a short

representation of
select(store(p, lowerbound, v), lowerbound) = v

. . .

select(store(p, upperbound, v), upperbound) = v

(4.7)

Similarly,
8 n1 · (lowerbound  n1  upperbound) )

p02 = store(p2, n1, select(store(p1, n1, v), n1))
(4.8)

also represents a loop expression, where each value of p1 (i.e., v), from lowerbound to upperbound

positions, will be stored into p02. Eq. 4.8 is a short representation of

p02 = store(p2, lowerbound,

select(store(p1, lowerbound, v), lowerbound))

. . .

p02 = store(p2, upperbound,

select(store(p1, upperbound, v), upperbound))

(4.9)

The statement c.insert(i, v) becomes (c0, i0) = c.insert(i, v), which has explicit side e↵ects. Here,

we increase the container size, move all elements from position i.pos one memory position forward,
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and then insert v into the specified position. Therefore2,

C((c0, i0) = c.insert(i, v)) :=

c0.size = c.size+ 1

^ 8 n1 · (i.pos  n1  c.size) )

c0.cv = store(c.cv, n1 + 1,

select(store(c.cv, n1, v1), n1))

^ c0.cv = store(c.cv, i.pos, v)

^ i0.iv = c0.cv

^ i0.pos = i.pos

(4.10)

that induces the following properties,

P((c0, i0) = c.insert(i, v)) :=

v 6= null

^ c.cv 6= null

^ i.iv 6= null

^ 0  i.pos < c0.size

^ select(i0.iv, i
0.pos) = v

(4.11)

where null represents an uninitialized pointer/object. Thus, we define as preconditions that v and i

can not be uninitialized objects as well as i.pos must be within c0.cv bounds; similarly, we define as

postconditions that v was correctly inserted in the position specified by i as well as c0.cv and i0.iv are

equivalent, i.e., both point to the same memory location. Importantly, we implement the memory

model for containers essentially as arrays; therefore, the range to select elements from memory varies

from 0 to c.size�1. In addition, the main e↵ect of the insert method is thus captured by the second

equality that describes the contents of the container array c0.cv after the insertion in terms of update

operations to the container array c.cv before the insertion.

The erase method works similarly to the insert method. It also uses iterator positions, integer

values, and pointers, but it does not use values since the exclusion is made by a given position,

regardless of the value. It also returns an iterator position (i.e., i0), pointing to the position imme-

diately after the erased part of the container [55]. Therefore,

C((c0, i0) = c.erase(i)) :=

8 n1 · (i.pos+ 1  n1  c.size� 1) )

c0.cv = store(c.cv, n1 + 1,

select(store(c.cv, n1, v1), n1))

^ c0.size = c.size� 1

^ i0.iv = c0.cv

^ i0.pos = i.pos+ 1

(4.12)

2
Note that SMT theories only have a single equality predicate (for each sort). However, here we abuse the notation

“:=” to indicate an assignment of nested equality predicates on the right hand side of the formula.
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that implicitly induces the following properties,

P((c0, i0) = c.erase(i)) :=

i.iv 6= null

^ c.cv 6= null

^ c.size 6= 0

^ 0  i.pos < c.size

^ select(c0.cv, i
0.pos) = select(c.cv, i.pos+ 1)

(4.13)

where we assume as preconditions that i must be a valid iterator that points to a position within

the array c.cv bounds and c must be non-empty; similarly, we assume as postconditions that i0 must

point to the element immediately after the erased one and c0.cv and i0.iv point to the same memory

location. Finally, a container c with a call c.search(v) performs a search for an element v in the

container. Then, if such an element is found, it returns an iterator that points to the respective

element; otherwise, it returns an iterator that points to the position immediately after the last

container’s element (i.e., select(c0.cv , c0.size)). Hence,

C((c0, i0) = c.search(v)) :=

c0.cv = c.cv

^ c0.size = c.size

^ i0.pos = 0

^ i0.iv = c0.cv

^ 8 n · (0  n  c0.size� 1) )
�
i0.pos = ite(select(c0.cv, n) = v, n, c0.size)

�

(4.14)

that implicitly induces the following properties,

P((c0, i0) = c.search(v)) :=

v 6= null

^ c.cv 6= null

^ i0.iv 6= null

^ ite
�
select(i0.iv, i

0.pos) = select(c0.cv, i
0.pos),

select(i0.iv, i
0.pos) = v,

select(i0.iv, i
0.pos) = select(c0.cv, c

0.size)
�

(4.15)

where v can not be an uninitialized object, c must be non-empty, i0 must point to the found element

or must point to select(c0.cv , c0.size), and c0.cv and i0.iv are equivalent.
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Figure 4.5: Operational model illustration of the STL associative containers.

4.2.3 Associative Containers

The associative container group consists of four classes: map, multimap, set, and multiset. The map

class implements an associative container, where all elements are a combination of a key (i.e., k 2 K)

and a value (i.e., v 2 V ), where each value is associated with a unique key. On the one hand, elements

are internally sorted by their keys based on a strict weak ordering rule [55]. On the other hand, set

class presents a single-valued container that stores elements also following a strict weak ordering

rule. Importantly, each value in a set must be unique, once the value is itself the key [55]. Finally,

multimap and multiset classes behave similarly to map and set classes, respectively; however, both

implement containers where multiple keys can be associated with multiple values. Fig. 4.5 gives an

overview of our operational model for the STL associative containers.

In order to implement associative containers, the model consists of a pointer c.cv, for the con-

tainer’s values, a pointer c.ck, for the container’s keys, and an integer c.size, for the container’s

size. Particularly, c.ck and c.cv are connected by an index, thus, an element in a given position n

in c.ck (i.e., select(c.ck, n)) is the key associated with the value in the same position n in c.cv (i.e.,

select(c.cv, n)). Similarly, iterators for associative containers consist of a pointer i .ik that points to

the same memory location as c.ck, a pointer i .iv that points to the same memory location as c.cv

and an integer i .pos that indexes both i .ik and i .iv . Once again, all operations in those libraries

can be expressed as a simplified variation of the three main ones, i.e., insertion (C .insert(K ,V )),

deletion (C .erase(I )), and search (C .search(K )).

Firstly, the order of keys matters in the insertion operation for associative containers. Therefore,

given a container c, the method call c.insert(k, v) inserts the value v associated with the key k into

the right order and it returns an iterator that points to the inserted position; however, if k already

exists, the insertion is not performed and the method returns an iterator that points to the existing
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element. Thus,
C((c0, i0) = c.insert(k, v)) :=

ite(exists(k, c.ck),�
i0.pos = selectPosition(k, c.ck)

^ c0.ck = c.ck

^ c0.cv = c.cv

^ c0.size = c.size
�
,

�
i0.pos = selectOrder(k, c.ck)

^ 8n2 · (i
0.pos  n2  c.size) )

c0.ck = store(c.ck, n2 + 1,

select(store(c.ck, n2, k2), n2))

^ 8n3 · (i
0.pos  n3  c.size) )

c0.cv = store(c.cv, n3 + 1,

select(store(c.cv, n3, v2), n3))

^ c0.ck = store(c0.ck, i
0.pos, k)

^ c0.cv = store(c0.cv, i
0.pos, v)

^ c0.size = c.size+ 1
�
,

^ i0.ik = c0.ck

^ i0.iv = c0.cv

(4.16)

note the side-e↵ects exists(k, c.ck) that checks whether k exists in c.ck, selectPosition(k, c.ck) that

returns the position of k in c.ck, and selectOrder(k, c.ck) that returns the position in which k must

be inserted in c.ck. The model in Eq. 4.16 induces the following properties,

P((c0, i0) = c.insert(k, v)) :=

k 6= null

v 6= null

^ c.ck 6= null

^ c.cv 6= null

^ 8n · (0  n  c.size) )
�
k 6= select(c.ck, n)

�

(4.17)

where we define as preconditions that v and k can not be uninitialized objects as well as k must be

di↵erent from all keys within the c container (i.e., 8 n · (0  n  c.size) ) ( k 6= select(c.ck, n))).

Importantly, the comparison to check whether there exists already an element with the specified key

is bypassed for containers that allow multiple keys.

Delete operations are represented by c.erase(i), where i is an iterator that points to the element

to be removed. Similarly to sequential containers (cf., Section 4.2.2), the model for such operation
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basically shifts backwards all elements followed by that specific position i. Thus,

C((c0, i0) = c.erase(i)) :=

8 n1 · (i.pos+ 1  n1  c.size) )

c0.ck = store(c.ck, n1 + 1,

select(store(c.ck, n1, k), n1))
�

^ 8 n2 · (i.pos+ 1  n2  c.size) )

c0.cv = store(c.cv, n2 + 1,

select(store(c.cv, n2, v), n2))
�

^ c0.size = c.size� 1

^ i0.ik = c0k

^ i0.iv = c0v

^ i0.pos = i.pos+ 1

(4.18)

that implicitly induces the following properties,

P((c0, i0) = c.erase(i)) :=

i.ik 6= null

i.iv 6= null

^ 0  i.pos  c.size

^ c.size 6= 0

^ select(c0.ck, i
0.pos) = select(c.ck, i.pos+ 1)

^ select(c0.cv, i
0.pos) = select(c.cv, i.pos+ 1)

(4.19)

which are similar to the properties held by the erase method from sequential containers, except

that i0.ik must point to the position immediately after the erased one and the equivalency of c0.ck

and i0.ik. Finally, search operations over associative containers are modeled by a container c with

a method call c.search(k). Then, if an element with key k is found, the method returns an iterator

that points to the respective element; otherwise, it returns an iterator that points to the position

immediately after the last container’s element (i.e., c.end()). Importantly, this search operation is

implemented as a binary search algorithm [35], which implicitly produces the following properties,

P((c0, i0) = c.search(k)) :=

k 6= null

^ c.ck 6= null

^ c.cv 6= null

^ i0.iv 6= null

^ i0.ik 6= null

^ ite
�
select(i0.ik, i

0.pos) = select(c0.ck, i
0.pos),

select(i0.ik, i
0.pos) = k,

select(i0.ik, i
0.pos) = select(c0.ck, c

0.size)
�

(4.20)

that are also similar to the properties held by the search method from sequential containers, except

that i0.ik must point to the found element’s key or i0 must be equal to c.end() as well as c0.ck and

i0.ik must point to the same memory location.
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4.2.4 Correctness

Our verification method depends on the fact that COM correctly represents the original SCL. Indeed,

the correctness of such model to trust in the verification results is actually a major concern [50,68–70,

77,94,95]. In order to achieve that, the entire operational model was manually verified by checking

the input/output relation through our test suite according to the original SCL specification [55]

with the goal of ensuring the same behavior. Importantly, the operational model contains pre-

and postconditions to guarantee that a (given) predicate holds before and after the execution of a

(given) operation, respectively [70]. Although COM is a completely new implementation, it consists

in (reliably) building a simplified model of the related SCL, using the C/C++ programming language

through the ESBMC intrinsic functions (e.g., assert and assume) and the original documentation,

which thus tend to reduce the number of programming errors. In addition, Cordeiro et al. [28, 29]

presented the soundness for such native functions already supported by ESBMC. Although proofs

regarding the soundness of the entire operational model could be carried out, it represents a laborious

task due to the (adopted) memory model [63]. Conformance testing with respect to operational

models would be a suitable approach [21, 70], but this option is not available in the present case;

however, it would represent an exciting approach for future research.

4.3 Inheritance & Polymorphism

C++ features as inheritance and polymorphism make static analysis di�cult to implement. In

contrast to Java, which only allows single inheritance [34], where derived classes have only one base

class, C++ also allows multiple inheritance, where a class may inherit from one or more unrelated

base classes [35]. This particular feature makes C++ programs harder to model check than programs

in other object-oriented programming languages (e.g., Java) since it disallows the direct transfer of

techniques developed for other, simpler programming languages [2,76]. Indeed, multiple inheritance

in C++ includes repeated and shared inheritance of base classes, object identity distinction, dynamic

dispatch among other features that raise interesting challenges for model checking [81].

In C++, if a class inherits from a base class that does not contain virtual methods, then we call

this replicated inheritance. If there exists a path from class X to class Y whose first edge is virtual,

then we call this shared inheritance. In ESBMC, inheritance is handled by replicating the methods

and attributes of the base classes to the derived class, obeying the rules of inheritance defined in the

C++03 standard [55]. In particular, we follow these specifications to handle multiple inheritance,

and to avoid issues such as name clashing when replicating the methods and attributes, e.g., if two

or more base classes implement a method that is not overridden by the derived class, every call to

this method must specify which “version” inherited it is referring to. The rules are checked in the

type-check step of the verification (cf., Section 2.3).

A formal description to represent the relationship between classes can be described by a class
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hierarchy graph (CHG). This graph is represented by a triple hC ,�s,�ri, where C is the set of

classes, �s✓ C ⇥ C refers to shared inheritance edges, and �r✓ C ⇥ C are replicated inheritance

edges. We also define the set of all inheritance edges �sr=�s [ �r. (C ,sr) is then a partially

ordered set [74] and sr is anti-symmetric (i.e., if one element A of the set precedes B, the opposite

relation cannot exist). Importantly, during the replication process of all methods and attributes from

the base classes to the derived ones, the inheritance model considers the access specifiers related to

each component (i.e., public, protected, and private) and its friendship [35]; therefore, we define

two rules to deal with such restrictions: (i) only public and protected class members from base

classes are joined in the derived class and (ii) if class X 2 C is a friend of class Y 2 C, all private

members in class X are joined in class Y .

As an example, Fig. 4.6 shows an UML diagram that represents the Vehicle class hierarchy,

which contains multiple inheritance. The replicated inheritance in the JetCar class relation can be

formalized by hC, ;, {(JetCar, Car), (JetCar, Jet)}i.

Vehicle

+ number_of_wheels()

Car

+ number_of_wheels()

Motorcycle

+ number_of_wheels()

Jet

+ propulse()

JetCar

+ number_of_wheels()

+ propulse()

Figure 4.6: Vehicle class hierarchy UML diagram.

ESBMC creates an intermediate model for single and multiple inheritance, handling replicated

and shared inheritance where all classes are converted into structures and all methods and attributes

of its parent classes are joined. On the one hand, this approach has the advantage of having direct

access to the attributes and methods of the derived class. It thus allows a more accessible validation,

as the tool does not search for attributes or methods from base classes on each access. On the other

hand, we replicate information to any new class, thus wasting memory resources.

In addition, we also support indirect inheritance, where a class inherits features from a derived

class with one or more classes not directly connected. Indirect inheritance is automatically handled

due to our replication method: any derived class will already contain all methods and attributes

from their base classes, which will be replicated to any class that derives from them. In Fig. 4.6, we

have JetCar sr Car and Car sr Vehicle. Thus, the JetCar class can access features from the

Vehicle class, but they are not directly connected.

In object-oriented programming, the use of shared inheritance is very common [35]. In contrast
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1 class Vehic l e
2 {
3 public :
4 Vehic l e ( ) {} ;
5 virtual int number of wheels ( ) = 0 ;
6 } ;
7

8 class Motorcycle : public Vehic l e
9 {

10 public :
11 Motorcycle ( ) : Veh ic l e ( ) {} ;
12 virtual int number of wheels ( ) { return 2 ; } ;
13 } ;
14

15 class Car : public Vehic l e
16 {
17 public :
18 Car ( ) : Veh ic l e ( ) {} ;
19 virtual int number of wheels ( ) { return 4 ; } ;
20 } ;
21

22 int main ( )
23 {
24 bool f oo = nondet ( ) ;
25

26 Vehic l e ∗ v ;
27 i f ( foo )
28 v = new Motorcycle ( ) ;
29 else
30 v = new Car ( ) ;
31

32 bool r e s ;
33 i f ( foo )
34 r e s = (v�>number of wheels ( ) == 2 ) ;
35 else
36 r e s = (v�>number of wheels ( ) == 4 ) ;
37 assert ( r e s ) ;
38 return 0 ;
39 }

Figure 4.7: C++ program using a simplified version of the UML diagram in Fig. 4.6. The program
nondeterministically cast derived class to a base class (either Vehicle or Motorcycle to Car). The
goal is to check if the correct number of wheels() is called, from the base class.

to other approaches (e.g., the one proposed by Blanc, Groce, and Kroening [15]), ESBMC is able

to verify this kind of inheritance. A pure virtual class does not implement any method and, if an

object tries to create an instance of a pure virtual class, ESBMC will fail with a CONVERSION ERROR

message.

In order to handle polymorphism, i.e., allowing variable instances to be bound to references

of di↵erent types, related by inheritance [1], ESBMC implements a virtual table (i.e., vtable)

mechanism [37]. When a class defines a virtual method, ESBMC creates a virtual table, which

contains one pointer to each virtual method in the class. On the one hand, if a derived class does

not override a virtual method, then the pointers are simply copied to the virtual table of the derived

class. On the other hand, if a derived class overrides a virtual method, then the pointers in the

virtual table of the derived class will point to the overridden method. Whenever a virtual method

is called, ESBMC executes the method pointed in the virtual table.
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Consider the program in Fig. 4.7, which contains a simplified version of the class hierarchy

presented in Fig. 4.6. In the program, a class Vehicle is base for two classes, Motorcycle and Car.

The class Vehicle defines a pure virtual method number of wheel(), and both classes Motorcycle

and Car implement the method, returning 2 and 4, respectively. The program creates an instance of

Motorcycle or Car, depending on a nondeterministic choice, and assigns the instance to a Vehicle

pointer object v. Finally, through the polymorphic object v, the program calls number of wheel()

and checks the returned value. We omit a call to delete in order to free the pointer v to simplify

the GOTO instructions.

1 main ( ) ( c : : main ) :
2 FUNCTION CALL: re turn va lue nondet$1=nondet ( )
3 bool f oo ;
4 f oo = re turn va lue nondet$1 ;
5

6 class Vehic l e ∗ v ;
7 IF ! foo THEN GOTO 1
8 new value1 = new class Motorcycle ;
9 new value1�>vtable�>number of wheels =

10 &Vehic l e : : number of wheel ( ) ;
11 new value1�>vtable�>number of wheels =
12 &Motorcycle : : number of wheel ( ) ;
13 v = ( class Vehic l e ∗) new value ;
14 GOTO 2
15 1 : new value2 = new class Car ;
16 new value2�>vtable�>number of wheels =
17 &Vehic l e : : number of wheel ( ) ;
18 new value2�>vtable�>number of wheels =
19 &Car : : number of wheel ( ) ;
20 v = ( class Vehic l e ∗) new value ;
21 bool r e s ;
22 2 : IF ! foo THEN GOTO 3
23 FUNCTION CALL: r e tu rn va lue number o f whee l s =
24 ∗v�>vtable�>number of wheel ( )
25 r e s = wheels == 2
26 GOTO 4
27 3 : FUNCTION CALL: r e tu rn va lue number o f whee l s =
28 ∗v�>vtable�>number of wheel ( )
29 r e s = wheels == 4
30 4 : ASERT re s
31 RETURN: 0
32 END FUNCTION

Figure 4.8: GOTO instructions generated for the program in Fig. 4.7.

Fig. 4.8 shows the GOTO program generated for the program in Fig. 4.7. Note that, when

building the polymorphic object v, the virtual table pointer for the method number of wheel()

in the GOTO program is first assigned with a pointer to the method number of wheel() in class

Vehicle (see lines 10 and 17 in Fig. 4.8); this happens because the constructor for both Car and

Motorcycle first call the base constructor in the original program (see lines 11 and 18 in Fig. 4.7).

They are then assigned the correct method address (see lines 12 and 19 in Fig. 4.8) in the constructors

of the derived classes, i.e., Motorcycle and Car, respectively.

In the SSA form shown in Fig. 4.9, every branch creates a separate variable, which are then
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1 r e tu rn va lue nondet1 = nondet symbol ( symex : : 0 )
2 foo1 = re turn va lue nondet1
3 new value11 = new value10
4 WITH [ vtab l e = new value10 . v tab l e
5 WITH [ number of wheel =
6 &Motorcycle : : number of wheels ( ) ] ]
7 new value12 = new value11
8 WITH [ vtab l e = new value11 . v tab l e
9 WITH [ number of wheel =

10 &Motorcycle : : number of wheels ( ) ] ]
11 v1 = new value12
12 new value21 = new value20
13 WITH [ vtab l e = new value20 . v tab l e
14 WITH [ number of wheel =
15 &Motorcycle : : number of wheels ( ) ] ]
16 new value22 = new value21
17 WITH [ vtab l e = new value21 . v tab l e
18 WITH [ number of wheel =
19 &Motorcycle : : number of wheels ( ) ] ]
20 v2 = new value22
21 v3 = ( foo1 ? v1 : v2 ) ;
22 r e tu rn va lue number o f whee l s1 = 2
23 r e s1 = ( re tu rn va lue number o f whee l s1 == 2)
24 r e tu rn va lue number o f whee l s2 = 4
25 r e s2 = ( re tu rn va lue number o f whee l s2 == 4)
26 r e s3 = ( foo1 ? r e s1 : r e s2 )

Figure 4.9: The program of Fig. 4.7 in SSA form.

merged when the control-flow merges. Here, we generate two branches (i.e., v1 and v2) and a �-

node (i.e., v3) to merge both branches. For instance, the variable v1 represents the branch, where the

polymorphic variable v gets assigned an object of type Motorcycle, while v2 represents the branch,

where v gets assigned an object of type Car. They are then merged into v3, depending on the initial

nondeterministic choice (see line 21 in Fig. 4.9). There exists no side-e↵ect in the SSA form, as the

result of the number of wheels() is propagated. Note that the asserts are not presented in the SSA

form, but will be converted into SMT formulae. ESBMC builds the constraints and properties, as

shown in Eqs. (4.21) and (4.22), respectively, based on the SSA and the assertions.

C :=

2

66666664

return value number of wheels1 = 2

^ res1 = (return value number of wheels1 = 2)

^ return value number of wheels2 = 4

^ res2 = (return value number of wheels2 = 4)

^ res3 = ite (foo1, res1, res2)

3

77777775

(4.21)

P :=
h

res3 = 1
i

(4.22)

4.4 Exception Handling

Exceptions are unexpected circumstances that arise during the execution of a program, e.g., runtime

errors [35]. In C++, the exception handling is split into three (basic) elements: a try block, where a

thrown exception can be directed to a catch statement; a set of catch statements, where a thrown
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exception can be handled; and a throw statement that raises an exception. Fig. 4.10 shows an

example of C++ program where an exception is thrown inside a try block.

1 int main ( )
2 {
3 try {
4 i f ( nondet ( ) )
5 throw 20 ;

// throw statement

)
try block

6 else
7 throw 10 .0 f ;
8 }
9 catch ( int i ) {

10 assert ( i == 20 ) ;
11 } catch ( f loat f ) {

�
catch statements

12 assert ( f == 1 0 . 0 ) ;
13 }
14

15 return 0 ;
16 }

Figure 4.10: Try-catch example of throwing an integer exception.

In order to support exception handling in ESBMC, we extended our GOTO conversion code and

the symbolic engine; in the former, we had to define new instructions and model the throw expression

as jumps, while in the latter we implemented the rules for throwing and catching an exception, as

well as the control flows for the unexpected and terminate handlers.

The GOTO conversion slightly modifies the exception handling blocks: a try block is repre-

sented using several instructions: a CATCH instruction to represent the start of the try block, the

instructions representing the code inside the try block, a CATCH instruction to represent the end

of the try block and a GOTO instruction targeting the instructions after the try block. Each catch

statement is represented using a label, the instructions representing the exception handling and a

GOTO instruction targeting the instructions after the catch block.

We use the same CATCH instruction to mark the begin and end of the try block, however, they

di↵er by the information they hold; the CATCH instruction that marks the beginning of a try block

has a map from the types of the catch statements and their labels in the GOTO program, while the

second CATCH instruction has an empty map. The GOTO instruction targeting the instructions

after the catch block shall be called in case no exception is thrown. The GOTO instructions at the

end of each catch are called so that only the instructions of the current catch is executed. Fig. 4.11

shows the GOTO instructions generated from the code shown in Fig. 4.10.

During the SSA generation, when the first CATCH instruction is found, the map is stacked

because there might be nested try blocks. If an exception is thrown, ESBMC encodes the jump to

a catch statement according to the rules defined in Section 4.4, including a jump to an invalid catch

that triggers a verification error, i.e., it represents an exception thrown that can not be caught. If a

suitable exception handler is found, then the thrown value is assigned to the catch variable (if any);

otherwise, if there exists no valid exception, an error is reported. If the second CATCH instruction
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1 main ( ) ( c : : main ) :
2 CATCH s i gned in t �>3, f loat�>4
3 FUNCTION CALL: re turn va lue nondet$1=nondet ( )
4 IF ! r e turn va lue nondet$1 THEN GOTO 1
5 THROW s i gn ed i n t : 20
6 GOTO 2
7 1 : THROW f loat : 10 f
8 2 : CATCH
9 GOTO 5

10 3 : signed int i ;
11 ASSERT i == 20
12 GOTO 5
13 4 : f loat f ;
14 ASSERT f == 10 f
15 5 : RETURN: 0
16 END FUNCTION

Figure 4.11: Try-catch conversion to GOTO instructions.

is reached and no exception was thrown, the map is freed for memory e�ciency. The try block is

handled as any other block in a C++ program, and destructors of variables in the stack are called by

the end of the scope. Furthermore, by encoding throws as jumps, we also correctly encode memory

leaks, e.g., if an object is allocated inside a try block, and an exception is thrown and handled, it

will leak unless the reference to the allocated memory is somehow tracked and freed.

Our symbolic engine also keeps track of function frames, i.e., several pieces of information about

the function it is currently evaluating, including arguments, recursion depth, local variables and

others. These pieces of information are not only important because we want to handle recursion or

find memory leaks, but also allows us to connect exception thrown outside the scope of a function,

and to handle exception specification [42].

1 r e tu rn va lue nondet1 = nondet symbol ( symex : : 0 )
2 i 1 = 20
3 f 1 = 10 .0 f
4 f 2 = ( re turn va lue nondet1 ? f0 : f 1 )
5 i 2 = ( re tu rn va lue nondet1 ? i 1 : i 0 )

Figure 4.12: The program of Fig. 4.10 in SSA form.

As an illustrative example, for the program in Fig. 4.10, ESBMC generates the SSAs shown in

Fig. 4.12. The SSA form only contains conditional and unconditional assignments. Note the use of

free variables f0 and i0, and they are used to model paths where no values are assigned to f or i

(in this case, however, these paths are never reachable). ESBMC then builds the constraints and

properties as shown in Eqs. (4.23) and (4.24), and the formula C ^¬P is given to an SMT solver to

check for satisfiability.

C :=

2

664

i1 = 20 ^ f1 = 10.0f

^ f2 = ite (return value nondet1, f0, f1)

^ i2 = ite (return value nondet1, i1, i0)

3

775 (4.23)
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P :=

"
i2 = 20

^ f2 = 10.0f

#
, (4.24)

where Eq. (4.24) is always evaluated to false, i.e., the program is safe. Note that since the program

can not be statically determined because of the nondeterministic call (line 4 in Fig. 4.10), the

program is symbolic encoded and all jumps to catch statements are encoded.

A C++ program can throw an exception in several situations other than the usage of explicit

throw expression (e.g., an exception of type bad alloc can be thrown by operator new, an exception

of the type bad cast can be thrown by the dynamic cast operator or even the function typeid can

throw an exception of type bad typeid). Those exceptions are built into the C++ language and

are supposed to be handled by the program. In order to properly define the verification of exception

handling in C++, we formally define two syntactic domains, including exceptions E and handlers

H as follows:

E := e | e[] | ef () | e⇤ | enull

H := h | h[] | hf () | h⇤ | hv | h... | hnull

In this context, e and h are classes of variables of type E and H , respectively. We abuse the

notation e[] to denote a thrown exception of type array, ef () is a thrown exception of type function,

e⇤ is a thrown exception of type pointer, and enull is an empty exception used to track when a

throw expression does not throw anything. Similarly, we abuse the notation h[] to denote a catch

statement of type array, hf () is a catch statement of type function, h⇤ is a catch statement of type

pointer, hv is a catch statement of type void pointer (i.e., void⇤), h... is a catch statement of type

ellipsis [55], and hnull is an invalid catch statement used to track when a thrown exception does not

have a valid handler.

Based on such domains, we must define a 2-arity predicate M(e, h), which evaluates whether the

type of thrown exception e is compatible to the type of a given handler h as shown in Eq. (4.25).

Furthermore, we declare the 1-arity function ⇣ : H⇤
7�! H that removes qualifiers const, volatile,

and restrict from the type of a catch statement c. We also define the 2-arity predicates unambigu-

ous base U(e, h) and implicit conversion Q(e, h). On one hand, U(e, h) determines whether the type

of a catch statement h is an unambiguous base [55] for the type of a thrown exception e as shown in

Eq. (4.26). On the other hand, Q(e, h) determines whether a thrown exception e can be converted

to the type of the catch statement h, either by qualification or standard pointer conversion [55] as

shown in Eq. (4.27).

M(e, h)
def
=

(
>, type of e is matches to the type of h

?, otherwise
(4.25)

U(e, h)
def
=

(
>, c is an unambiguous base of e

?, otherwise
(4.26)
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Q(e, h)
def
=

(
>, e can be implicit converted to h

?, otherwise
(4.27)

The C++ language standard defines rules to connect throw expressions and catch statements [55],

which are all described in Table 4.2. Each rule represents a function rk : E 7�! H for k = [1 .. 9],

where a thrown exception e is mapped to a valid catch statement h. ESBMC evaluates every thrown

exception e against all rules and all catch statements in the program through the (n+1)-arity func-

tion handler H. As shown in Eq. (4.28), after the evaluation of all rules (i.e., hr1 , ..., hr9), ESBMC

returns the first handler hrk that matched the thrown exception e.

H(e, h1, ..., hn) :=

hr1 = r1(e, h1, ..., hn)

^ . . .

^ hr9 = r9(e, h1, ..., hn)

^ ite(hr1 6= hnull, hr1 ,

ite(hr2 6= hnull, hr2 ,

. . .

ite(hr9 6= hnull, hr9 , hnull) . . .)

(4.28)
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Table 4.2: Rules to connect throw expressions and catch blocks.

Rule Behavior Formalization

r1 Catches an exception if the type of
the thrown exception e is equal to
the type of the catch h.

ite(9h · M(e, h), hr1 = h, hr1 = hnull)

r2 Catches an exception if the type of
the thrown exception e is equal to
the type of the catch h, ignoring
the qualifiers const, volatile, and
restrict.

ite(9h · M(e, ⇣(h)), hr2 = h, hr2 = hnull)

r3 Catches an exception if its type is
a pointer of a given type x and the
type of the thrown exception is an
array of the same type x.

ite(9h · e = e[] ^ h = h⇤ ^M(e[], h⇤), hr3 = h⇤, hr3 = hnull)

r4 Catches an exception if its type is
a pointer to function that returns
a given type x and the type of the
thrown exception is a function that
returns the same type x.

ite(9h · e = ef() ^ h = hf() ^M(ef(), hf()), hr4 = hf(), hr4 = hnull)

r5 Catches an exception if its type is
an unambiguous base type for the
type of the thrown exception.

ite(9h · U(e, h), hr5 = h, hr5 = hnull)

r6 Catches an exception if the type of
the thrown exception e can be con-
verted to the type of the catch h,
either by qualification or standard
pointer conversion [55].

ite(9h · e = e⇤ ^ h = h⇤ ^Q(e⇤, h⇤), hr6 = h⇤, hr6 = hnull)

r7 Catches an exception if its type is a
void pointer hv and the type of the
thrown exception e is a pointer of
any given type.

ite(9h · e = e⇤ ^ h = hv, hr7 = hv, hr7 = hnull)

r8 Catches any thrown exception if its
type is ellipsis.

ite(8e · 9h · h = h..., hr8 = h..., hr8 = hnull)

r9 If the throw expression does not
throw anything, it should re-throw
the last thrown exception e�1, if it
exists.

ite(e = enull ^ e�1 6= enull,

h0
r1 = r1(e�1, h1, ..., hn)

^ . . .

^ h0
r9 = r9(e�1, h1, ..., hn),

hr9 = hnull)
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Experimental Evaluation

The experimental evaluation compares ESBMC against LLBMC and DIVINE regarding correctness

and performance in the verification process of C++ programs; DIVINE was developed by Bara-

nová et al. [4], and LLBMC was developed by Merz, Falke, and Sinz [40]. Section 5.2 shows a

detailed description of all tools, scripts, and benchmark dataset, while Section 5.4 presents the re-

sults and our evaluation. Our experiments are based on a set of publicly available benchmarks. All

tools, scripts, benchmarks, and the results of our evaluation are available on a supplementary web

page at http://esbmc.org/.

5.1 Objectives

Experiments aim at answering two questions regarding correctness and performance of ESBMC:

(EQ-I) How accurate is ESBMC when verifying the chosen C++03 programs?

(EQ-II) How does ESBMC performance compare to other existing model checkers?

To answer both questions, we evaluate all benchmarks with ESBMC v2.0, DIVINE v4.0.22, and

LLBMC v2013.1. Our experimental evaluation does not include CBMC v5.8 [24], because its C++

support is still very rudimentary and it fails during the verification of 99% of all benchmarks (mostly

during the parser step), as already reported by Merz et al. [40], Monteiro et al. [70], and Ramalho

et al. [80].

5.2 Description of the Benchmarks

To tackle modern aspects of the C++ language, the comparison is based on a benchmark dataset

that consists of 1,513 C++03 programs. In particular, 290 programs were extracted from Deitel

36
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& Deitel [35], 432 were extracted from C++ Resources Network [19], 16 were extracted from NEC

Corporation [98], 16 programs were obtained from LLBMC [40], 39 programs were obtained from

CBMC [24], 55 programs were obtained from the GCC test suite [41], and the others were developed

to check several features of the C++ programming language [80]. The benchmarks are split into

18 test suites: algorithm contains 144 benchmarks to check the Algorithm library functionalities;

cpp contains 357 general benchmarks, which involves C++03 libraries for general use, such as I/O

streams and templates; this category also contains the LLBMC benchmarks and most NEC bench-

marks. The test suites deque (43), list (72), queue (14), stack (14), priority queue (15), stream (66),

string (233), vector (146), map (47), multimap (45), set (48), and multiset (43) contain benchmarks

related to the standard template containers. The category try catch contains 81 benchmarks to the

exception handling and the category inheritance contains 51 benchmarks to check inheritance and

polymorphism mechanisms. Finally, the test suites cbmc (39), templates (23) and gcc-template (32)

contain benchmarks from the GCC1 and CBMC2 test suite, which are specific to templates.

5.3 Experimental Setup

All experiments were conducted on a computer with an i7-4790 processor, 3.60GHz clock, with

16GB RAM memory and Ubuntu 14.04 64-bit OS. ESBMC, LLBMC, and DIVINE were set to a

time limit of 900 seconds (i.e., 15 minutes) and a memory limit of 14GB. All presented execution

times are actually CPU times, i.e., only the elapsed time periods spent in the allocated CPUs.

Furthermore, memory consumption is the amount of memory that belongs to the verification process

and is currently present in RAM (i.e., not swapped or otherwise not-resident). Both CPU time and

memory consumption were measured with the times system call (POSIX system). Neither swapping

nor turbo boost was enabled during experiments and all executed tools were restricted to a single

process.

The tools were executed using three scripts: the first one for ESBMC,3 which reads its parameters

from a file and executes the tool; the second one for LLBMC, which first compiles the program to

bitcode, using clang,4 [59] then it reads the parameters from a file and executes the tool;5 and the

last one for DIVINE, which also first pre-compiles the C++ program to bitcode, then performs the

verification on it6. All parameters were based on previous publications and confirmed by developers.

The loop unrolling defined for ESBMC and LLBMC (i.e., the B value) depends on each benchmark.

In order to achieve a fair comparison with ESBMC, an option from LLBMC had to be disabled.

LLBMC does not support exception handling and all bitcodes were generated without exceptions

1https://github.com/nds32/gcc/tree/master/gcc/testsuite/
2https://github.com/diffblue/cbmc/tree/develop/regression
3
esbmc *.cpp –unwind B –no-unwinding-assertions -I /libraries/

4
clang++ -c -g -emit-llvm *.cpp -fno-exceptions -o main.bc

5
llbmc *.o -o main.bc –ignore-missing-function-bodies –max-loop-iterations=B –no-max-loop-iterations-checks

6
divine verify *.cpp
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(i.e., with the �fno� exceptions flag of the compiler). If exception handling is enabled, then

LLBMC always aborts the verification process.

5.4 Experimental Results
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Figure 5.1: Comparison of verification results between ESBMC v2.0, DIVINE v4.0.22, and LLBMC
v2013.1.

In this section, we present the results using percentages (in relation to the 1,513 C++ bench-

marks), as shown in Fig. 5.1. The data used to generate these percentages is available at the Ap-

pendix A. Correct represents the positive results, i.e., percentage of benchmarks with and without

bugs correctly verified. False positives represent the percentage of benchmarks reported as correct,

but they are incorrect; similarly, False negatives represent the percentage of benchmarks reported as

incorrect, but that is correct. Finally, Unknown represents the benchmarks where each tool aborted

the verification process due to internal errors, timeout (i.e., the tool was killed after 900 seconds) or

memory out (i.e., exhausted the maximum memory allowed of 14GB). In the Exception Handling

category, LLBMC is excluded since it does not support this feature; if exception handling is enabled,

then LLBMC always aborts the verification process. Furthermore, to better present the results of

our experimental evaluation, the test suites were grouped into five categories:

Templates – formed by the cbmc, gcc-templates and templates test suites (94 benchmarks);
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Standard Containers – formed by algorithm, deque, vector, list, queue, priority queue, stack,

map, multimap, set and multiset test suites (631 benchmarks);

Inheritance & Polymorphism – formed by the inheritance test suite (51 benchmarks).

Exception Handling – formed by the try catch test suite (81 benchmarks);

C++03 – formed by cpp, string, and stream test suites (656 benchmarks).

On the Templates category (see Fig. 5.1), DIVINE presented the best results and reached a

successful verification rate of 82.98%, while LLBMC reported 79.79% and ESBMC 65.96%. DIVINE

does not report any timeout, memory out, or false-positive results for this category, but it reports

false-negative results in 8.51% of the benchmarks due to false claims of uncaught exceptions, and

a bug related to the naming convention adopted by LLVM for the macro PRETTY FUNCTION in

template methods. It also reports unknown in 8.51% of the benchmarks due to either not supporting

friends template declarations [55] or due to errors when verifying template specialization. LLBMC

reports a false-negative rate of 11.71% and a false-positive rate of 1.06%, which are related to

problems with invalid data members from nested templates or specialized template classes, handling

parameters of template functions, and errors with operator overloading. Furthermore, LLBMC

presents problems to deal with template specialization that leads to an unknown rate of 6.38%.

ESBMC does not report any timeout, memory out, or false-positive results in this category, but a

false-negative rate of 6.38% and an unknown rate of 27.66%, both due to problems instantiating

nested templates, where the tool wrongly chooses the instantiated template to be used during the

verification or the lack of support for friends template declarations (cf., Section 4.1).

Although the current support of templates was su�cient to verify real-world C++ applications,

as shown in Fig. 5.2, it is still work-in-progress. For instance, the handling of SFINAE [55] in

ESBMC is limited, and limitations on the support of nested templates, as shown in the experiments,

directly a↵ect the verification process. Furthermore, our custom front-end for C++ in ESBMC o↵ers

support only to C++03 templates; template features from newer standards (e.g., variadic templates)

are not supported. This limitation is due to the fact that template instantiation is notoriously hard,

especially if we consider more recent standards and, although our front-end can handle a number of

real-world C++ programs, maintaining the C++ front-end in ESBMC is a herculean task. We plan

to develop a new C++ front-end based on clang’s AST, similar to the C front-end already in place

(see Section 6).

On the Standard Containers category (see Fig. 5.1), ESBMC presented the best results and

reached a successful verification rate of 78.45%, while LLBMC reported 70.36% and DIVINE 42.95%.

ESBMC’s noticeable results for containers are directly related to its COM. The majority of the

benchmarks for this category contain assertions checking functional aspects of the containers and its

operations, e.g., to check whether the operator[] from a vector object is called with an argument

out of range, which would lead to undefined behavior (cf., Section 4.2). In this context, pre- and
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postconditions embedded into COM extend the capabilities of ESBMC to not only check for memory-

safety properties (e.g., null pointer dereferences or arithmetic overflows), but also to reason about the

aforementioned functional aspects of the containers. ESBMC reports a false-positive rate of 2.54%

and a false-negative rate of 8.87%, which is due to internal implementation issues during pointer

encoding; we are currently working to address them in future versions. ESBMC also reported 10.14%

of unknown results due to the aforementioned template limitations. LLBMC reports a false-positive

rate of 2.85% and a false-negative rate of 17.60%, which is mostly related to functional properties

(e.g., assertions to check whether the container is empty or it has a particular size). It also reports

an unknown rate of 9.19% regarding timeouts, memory outs, and crashes when performing formula

transformation [40]. DIVINE does not report any timeout, memory out, or false-positive results for

this category, but an expressive false-negative rate of 53.25%, which is a result of errors to check

assertions regarding functional properties (similar to LLBMC). DIVINE also reports an unknown

rate of 3.80% due to errors with pointer handling, probably due to imprecise (internal) encoding, or

errors to check assertions regarding functional properties.

On the Inheritance & Polymorphism category (see Fig. 5.1), ESBMC presented the best results

and reached a successful verification rate of 84.32% while LLBMC reported 68.63% and DIVINE

31.37%. ESBMC does not report any timeout or memory out, but it reports a false-negative rate of

15.68%, which is due to implementation issues to handle pointer encoding. LLBMC does not report

any false positives, timeouts, or memory outs results. However, it reports a false-negative rate of

5.88%, which is related to failed assertions representing functional aspects of inherited classes. It also

reported an unknown rate of 25.49% regarding multiple inheritance. DIVINE does not report any

timeout, memory out, or false-positive results for this category, but an expressive false-negative rate

of 47.06% and an unknown rate of 21.57%, which is a result of errors when handling dynamic casting,

virtual inheritance, multiple inheritance, and even basic cases of inheritance and polymorphism.

On the Exception Handling category (see Fig. 5.1), ESBMC presented the best results and

reached a successful verification rate of 87.66% while DIVINE reported 51.85%. ESBMC does not

report any timeout or memory out, but it reports a false-positive rate of 3.70% and a false-negative

rate of 2.47%. These bugs are related to the implementation of rule r6 from Table 4.2 in ESBMC,

i.e., “catches an exception if the type of the thrown exception e can be converted to the type of the

catch h, either by qualification or standard pointer conversion”; we are currently working on fixing

these issues. ESBMC also presents an unknown rate of 3.70% due to previously mentioned template

limitations. DIVINE does not report any timeout or memory out, but it reports a false-positive rate

of 4.94% and an expressive false-negative rate of 30.86%, where it incorrectly handles re-throws,

exception specification and the unexpected as well as terminate function handlers. DIVINE also

presents an unknown rate of 12.35% due to errors when dealing with exceptions thrown by derived

classes instantiated as base classes.
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5.5 Discussion
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Figure 5.2: Comparison of verification results between ESBMC v2.0, DIVINE v4.0.22, and LLBMC
v2013.1 regarding general-purpose benchmarks in C++03.

To evaluate how these model checkers perform when applied to general C++03 benchmarks, we

evaluate them against the category C++03. The category covers programs up to the 2013 standard

because ESBMC front-end does not fully support newer versions yet [80]. In this category, model

checkers deal with benchmarks that not only make use of an specific feature of the C++ language

(e.g., exception handling and containers), but how they deal with programs that make use of multiple

object-oriented features (e.g., inheritance and exceptions), that contain a wider range of libraries

from the STL, or manipulation of strings and streams, among other C++03 features. ESBMC

presented the highest successful verification rate, 92.54%, followed by LLBMC 59.60% and DIVINE

33.23%. The successful expressive rate of ESBMC in this category not only correlate to its support

for core C++03 features (i.e., templates, inheritance, polymorphism, and exception handling) or

its ability to check functional aspects of the standard containers, but also because COM contains

abstractions for all standard libraries shown in Table 4.1. For instance, the operational model

for the string library enables ESBMC to achieve a success rate of 99.14% in the string test suite,

which contains benchmarks that target all methods provided in C++03 for string objects. Note

that running ESBMC without COM over the benchmarks, 98.08% fail since the majority makes



CHAPTER 5. EXPERIMENTAL EVALUATION 42

use of at least one standard template library. ESBMC does not report any memory out, but it

reports a false-positive rate of 1.37%, a false-negative rate of 2.28%, and an unknown rate of 3.81%,

which are all due to the same issues pointed by the previous experiments. LLBMC reports a false-

positive rate of 1.83% and a false-negative rate of 28.05%, which is related to errors when checking

assertions that represent functional properties of objects (e.g., asserting the size of a string object

after an operation) or dealing with stream objects in general. It also reported an unknown rate of

10.52% mostly regarding errors with operator overloading and the ones mentioned in the previous

categories. DIVINE does not report any timeout or memory out, but an expressive false-negative rate

of 56.25%, which is a result of errors when checking assertions that represent functional properties

of objects across all STL (similar to LLBMC). DIVINE also reports one false positive regarding the

instantiation of function template specialization, and an unknown rate of 10.37% due to crashes

when handling pointers.

A small number of counterexamples generated by the three tools were manually checked, but we

understand that this is far from ideal. The best approach is to use an automated method to validate

the counterexample, such as the witness format proposed by Beyer et al. [9]; however, the available

witness checkers do not support the validation of C++ programs. Implementing such a witness

checker for C++ would represent a significant development e↵ort, which we leave it for future work.
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Figure 5.3: Comparison of accumulative verification time and accumulative memory consumption
among ESBMC v2.0, DIVINE v4.0.22, and LLBMC v2013.1 throughout the verification process of
all benchmarks.
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Fig. 5.3 shows the accumulative verification time and accumulative memory consumption for the

tools under evaluation. All the tools take more time to verify the test suites algorithm, string, and

cpp, due to the large number of test cases and the presence of pointers and iterators. ESBMC is the

fastest of the three tools, being 1.7 times faster than LLBMC and 7 times faster than DIVINE. In

terms of verification time, DIVINE is the only tool that did not use more than the defined limit of 900

seconds, while ESBMC and LLBMC aborted due to timeout in 7 and 39 benchmarks, respectively.

In terms of memory consumption, DIVINE is the only tool that did not use more than the defined

limit of 14GB per benchmark, while ESBMC and LLBMC aborted due to exhaustion of the memory

resources in 3 and 17 of them, respectively. Even so, LLBMC consumes less memory overall (i.e.,

571.71GB) when compared to DIVINE (i.e., 1, 017.19GB) and ESBMC (i.e., 2, 204.11GB).

Based on the entire experimental set (see Appendix A), ESBMC achieved the highest success rate

of 84.27% in 25251 seconds (approximately 7 hours), faster than both LLBMC and DIVINE, which

positively answers our experimental questions EQ-I and EQ-II. LLBMC correctly verified 62.52%

in 44438 seconds (approximately 12.34 hours) and is only able to verify the programs if exception

handling is disabled, which is not a problem for both ESBMC and DIVINE. DIVINE correctly verified

41.31% in 176957 seconds (approximately 49.15 hours). Regarding memory usage, ESBMC has the

highest usage among the three tools, which is 2.16 and 3.85 times higher than DIVINE and LLBMC,

respectively; this high consumption is due to the generation process of SSA forms (cf., Sec. 4);

however, its optimization is under development and will be available in future versions. In conclusion,

our experimental evaluation indicates that ESBMC outperforms two state-of-the-art model checkers,

DIVINE and LLBMC, regarding the verification of inheritance, polymorphism, exception handling,

and standard containers. The support for templates in ESBMC needs improvements, but the current

work-in-progress clang frontend will not only cover this gap (because clang will instantiate all the

templates in the program), but will also allow ESBMC to handle new versions of the language (e.g.,

C++11). Even with its current support for templates, our experimental results allow us to conclude

that ESBMC represents the state-of-the-art regarding the application of model checking in C++

programs.
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Conclusions

This work presented a novel SMT-based BMC approach to verify C++ programs using ESBMC.

Firstly, we describe our approach to support templates, which works similarly as conventional com-

pilers, by replacing the instantiated templates before the encoding phase. We also present an ab-

straction of the standard C++ libraries, named COM, which replaces the SCL during the verification

of a C++ program and whose purpose is to verify safety properties related to the usage of the SCL.

Furthermore, we describe ESBMC’s mechanism to handle single and multiple inheritance and poly-

morphism in C++ programs. Lastly, we formally describe and all throw & catch exception rules in

ESBMC. The main contributions of this work are the formalization of the ESBMC’s engine to handle

templates, inheritance & polymorphism, and exception handling; the operational model structure to

handle new features from the SCL (e.g., sequential and associative template-based containers); and

the expressive set of publicly available benchmarks explicitly designed to evaluate model checkers

that target the C++ programming language.

In order to evaluate the proposed approach, we introduce a new version of ESBMC v2.0 with a

new set of over 1, 500 benchmarks, which covers several features o↵ered by the C++03 programming

language. It is worth noting that ESBMC can verify correctly 84.27%, in approximately 7 hours,

outperforming other state-of-art C++ verification tools (cf., Chapter 5). In the experimental evalu-

ation, two state-of-art verifiers, DIVINE and LLBMC, are compared to ESBMC, which was able to

present a higher number of correct results, in less time than both tools (7 and 1.7 times faster than

DIVINE and LLBMC, respectively). Importantly, ESBMC and DIVINE were also able to verify

programs with exceptions enabled, a missing feature from LLBMC that decreases the verification

accuracy of real-world C++ programs.

Based on the extensive experimental evaluation and the available literature, we believe this work

sets ESBMC as the state-of-the-art in the verification of C++ programs regarding inheritance &

polymorphism, standard C++ libraries, and exception handling.

We intend to extend ESBMC coverage, in order to verify C++11 programs. The new standard is

44
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a huge improvement over the C++03, which includes the replacement of exception specialization by

a new keyword noexcept, which works in the same fashion as an empty exception specialization. The

standard also presents new sequential containers (array and forward list), new unordered associa-

tive containers (unordered set, unordered multiset, unordered map and unordered multimap),

and new multithreaded libraries (e.g., thread) in which our COM does not yet support. Finally, we

intend to develop an automatic conformance testing procedure to ensure that our COM conserva-

tively approximates the SCL semantics.

Furthermore, we intend to improve the general verification of C++ programs, including improved

support for templates. Although our C++ front-end is able to support most features of C++03, to

improve the front-end for newer versions of the C++ standard is unmanageable. For that reason,

we could rewrite our front-end using clang [59] to generate the program AST for C++ programs.

To obtain full control over the clang AST and integrate it into ESBMC’s front-end, we could use

the LibTooling1 API, which is a C++ interface aimed at writing standalone tools based on clang.

Importantly, we do not intend to use the LLVM intermediate representation, but the AST generated

by clang. An AST is a representation of the abstract syntactic structure of source code, which does

not represent every aspect in the syntax, but rather just the specific language elements that have

meaning [49]. In particular, if we use clang to generate the AST, then it solves several problems:

• The AST generated by clang contains all the instantiated templates so we only need to convert

the instantiated classes/functions and ignore the generic version.

• Supporting new features should be as easy as adding a new AST conversion node from the

clang representation to ESBMC representation.

• We do not need to maintain a full C++ front-end since ESBMC would contain all libraries

from clang. Thus, we can focus on the main goal of ESBMC, the SMT encoding of C/C++

programs.

We already took the first step towards that direction and rewrote the C front-end [44], and

the C++ front-end is currently under development. One of the major bottlenecks to maintain the

ESBMC support of the C++ programming language is the need to update its front-end for each

C++ release. Rewrite the ESBMC’s front-end for C++ programs requires a significant engineering

e↵ort. We already started the development of the new C++ front-end. It is, however, far from

complete. Therefore, we want to focus on the object-oriented aspects to set the foundation of this

approach. Firstly, we intend to extend and evaluate ESBMC to verify the fundamental structures

of object-oriented programs (e.g., classes, methods, constructors, and destructors).

Furthermore, we must improve and evaluate ESBMC to include the instantiation of all templates

in the program, which represents the weakest aspect in the current ESBMC version, as shown in

the experimental evaluation (cf. Chapter 5). Finally, we would need to focus again on the support

1
http://clang.llvm.org/docs/LibTooling.html



CHAPTER 6. CONCLUSIONS 46

for inheritance & polymorphism, including the code to build virtual tables. Unfortunately, the AST

provided by clang does not represent the whole type-structure of C++, virtual classes and virtual

tables are present. There are cases where the front-end can deduce the type of an object, but it

is not always so. There are two possible solutions here: we could either implement a full virtual

dispatch table or use some devirtualization approach to solving the problem. The idea is to use

static analysis to restrict/resolve the virtual types, the use of dispatch tables only when necessary.

This work would set a strong foundation for the full support of the C++ programming language in

ESBMC.
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Appendix A

Experimental Data

Tables A.1, A.2, and A.3 show the experimental data. In those tables, C is the number of C++

programs, LOC is the number of lines of code o↵ all the benchmarks, Time is the total verification

CPU time of each test suite, P is the number of benchmarks without errors correctly verified, N is

the number of benchmarks with errors correctly verified, FN is the number of benchmarks reported

as correct but are incorrect, FP is the number of benchmarks reported as incorrect but are correct,

Error is the number of benchmarks where occurred an internal error during the verification, TO is

the number of timeouts (i.e., the tool was aborted after 900 seconds), and MO is the number of

memory-outs (i.e., the tool consumed more than 14GB of memory).
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Table A.1: ESBMC v2.0 experimental data.

ESBMC v2.0

Test suite C LOC Time P N FP FN Error TO MO

1 templates 23 853 107 7 5 0 0 11 0 0

2 gcc-template 32 1036 387 13 0 0 5 14 0 0

3 cbmc 39 898 5 35 2 0 1 1 0 0

4 algorithm 144 4354 5812 56 59 8 14 5 2 0

5 deque 43 1239 981 20 21 0 2 0 0 0

6 vector 146 6853 1131 74 36 3 14 19 0 0

7 list 72 2292 364 17 21 4 10 20 0 0

8 queue 14 328 290 6 7 0 1 0 0 0

9 priority queue 15 396 560 8 7 0 0 0 0 0

10 stack 14 286 308 6 6 0 0 2 0 0

11 map 47 1678 698 20 19 0 1 5 0 2

12 multimap 45 1439 428 20 20 0 1 4 0 0

13 set 48 1393 834 18 22 0 7 1 0 0

14 multiset 43 1238 724 14 18 1 6 4 0 0

15 inheritance 51 3460 96 25 18 1 6 1 0 0

16 try catch 81 4743 43 27 44 3 2 5 0 0

17 stream 66 1831 540 47 12 1 5 1 0 0

18 string 233 4921 7948 106 125 0 2 0 0 0

19 cpp 357 33208 3991 278 39 8 8 22 2 0

1513 72446 25251 797 481 29 85 115 4 2
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Table A.2: DIVINE v4.0.22 experimental data.

DIVINE v4.0.22

Test suite C LOC Time P N FP FN Error TO MO

1 templates 23 853 1291 9 8 0 4 2 0 0

2 gcc-template 32 1036 190 26 0 0 4 2 0 0

3 cbmc 39 898 215 35 0 0 0 4 0 0

4 algorithm 144 4354 21867 1 70 0 73 0 0 0

5 deque 43 1239 7600 0 21 0 22 0 0 0

6 vector 146 6853 20681 1 34 0 91 20 0 0

7 list 72 2292 9372 0 34 0 36 2 0 0

8 queue 14 328 2466 0 7 0 7 0 0 0

9 priority queue 15 396 1953 1 7 0 7 0 0 0

10 stack 14 286 1964 0 7 0 6 1 0 0

11 map 47 1678 6844 0 22 0 25 0 0 0

12 multimap 45 1439 2890 0 22 0 23 0 0 0

13 set 48 1393 5748 1 22 0 24 1 0 0

14 multiset 43 1238 6012 0 21 0 22 0 0 0

15 inheritance 51 3460 3914 3 13 0 24 11 0 0

16 try catch 81 4743 4704 5 37 4 25 10 0 0

17 stream 66 1831 8269 1 13 0 51 1 0 0

18 string 233 4921 27683 34 125 0 74 0 0 0

19 cpp 357 33208 43292 18 27 1 244 67 0 0

1513 72446 176957 135 490 5 762 121 0 0
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Table A.3: LLBMC v2013.1 experimental data.

LLBMC v2013.1

Test suite C LOC Time P N FP FN Error TO MO

1 templates 23 853 1825 8 8 1 5 0 1 0

2 gcc-template 32 1036 2 26 0 0 5 1 0 0

3 cbmc 39 898 <1 34 0 0 1 4 0 0

4 algorithm 144 4354 12549 62 61 1 3 6 10 1

5 deque 43 1239 7086 16 17 0 0 2 6 2

6 vector 146 6853 6611 87 38 1 3 9 4 4

7 list 72 2292 1333 8 29 5 29 0 0 1

8 queue 14 328 32 6 7 0 1 0 0 0

9 priority queue 15 396 9008 2 3 0 7 0 3 0

10 stack 14 286 32 6 7 0 0 1 0 0

11 map 47 1678 322 8 17 5 17 0 0 0

12 multimap 45 1439 951 3 19 3 19 0 0 1

13 set 48 1393 315 5 20 2 20 1 0 0

14 multiset 43 1238 599 3 20 1 19 0 0 0

15 inheritance 51 3460 98 23 12 0 3 13 0 0

16 try catch 81 4743 – – – – – – – –

17 stream 66 1831 <1 17 13 0 35 0 1 0

18 string 233 4921 1 6 121 4 102 0 0 0

19 cpp 357 33208 3675 213 21 8 47 65 1 2

1513 72446 44438 533 413 31 316 183 26 11


