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Resumo

A classificação de conjuntos de padrões pertence a uma classe de problemas em que a aprendiza-
gem ocorre por meio de conjuntos, ao invés de exemplos. Muito utilizada em visão computa-
cional, esta abordagem tem a vantagem de possuir baixo tempo de processamento e robustez a
variações como iluminação, parâmetros intŕınsecos dos dispositivos de captura de sinal e pose
do objeto analisado. Inspirado por aplicações de métodos de subespaços, três novas coleções
de métodos são apresentadas nesta tese: (1) Novas representações para conjuntos de imagens
e v́ıdeos bidimensionais; (2) Redes rasas para classificação de imagens; e (3) Subespaços para
representação e classificação de tensores. Novas representações são propostas com o objetivo
de preservar a estrutura espacial e manter um rápido tempo de processamento. Também in-
troduzimos uma técnica para manter a estrutura temporal, mesmo utilizando a análise de
componentes principais, que classicamente não preserva a ordem dos dados. Em redes rasas,
apresentamos duas redes neurais convolucionais que não precisam de retropropagação, empre-
gando apenas subespaços para seus filtros de convolução. Além dos resultados de classificação
serem competitivos, as redes propostas apresentam vantagem quando o tempo dispońıvel para
aprendizagem é limitado. Por fim, para tratar dados multidimensionais, como dados de v́ıdeo,
propomos dois métodos que empregam subespaços para representar esse tipo de dados de
forma compacta e discriminativa. Além dos novos métodos introduzidos, nosso trabalho pro-
posto tem sido aplicado em outros problemas além da visão computacional, como representação
e classificação de dados bioacústicos e padrões de texto.

Palavras chave: Representação de subespaços, redes rasas, aprendizado de variedades,
análise de tensores.
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Abstract

Pattern-set matching belongs to a class of problems where learning takes place through sets
rather than elements. Much used in computer vision, this approach has the advantage of having
a low processing time and robustness to variations such as illumination, intrinsic parameters of
the signal capture devices and pose of the analyzed object. Inspired by applications of subspace
methods, three new collections of methods are presented in this thesis: (1) New representations
for sets of two-dimensional images and videos; (2) Shallow networks for image classification; and
(3) Subspaces for tensor representation and classification. New representations are proposed
with the aim of preserving the spatial structure and maintaining a fast processing time. We
also introduce a technique to maintain temporal structure, even using the principal component
analysis, which classically does not preserve the data’s order. In shallow networks, we present
two convolutional neural networks that do not need backpropagation, employing only subspaces
for its convolution filters. In addition to their competitive classification results, the proposed
networks present an advantage when the time available for learning is limited. Finally, to handle
multidimensional data, such as video data, we propose two methods that employ subspaces
to represent this kind of data in a compact and discriminative way. In addition to the new
methods introduced, our proposed work has been applied in problems other than computer
vision, such as representation and classification of bioacoustics and text patterns.

Key words: Subspace representation, shallow networks, manifold learning, tensor analysis.
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Chapter 1

Introduction

The task of recognizing objects from one image has a limited capacity for recognition. For
instance, when recognizing objects, single-view information (obtained from a camera) may be
insufficient to solve possible ambiguity arising due to the camera’s point of view or occlusion.
In object recognition, partial occlusion or ambiguities due to the point of view are common
difficulties. It is known that employing multiple images of the same object can be beneficial
for recognition tasks. Often surveillance and industrial systems are equipped with multiple
cameras, and most devices capture data in a continuous stream so that multiple images of an
object are frequently available.

The problem of classifying image sets has been well studied in classic computer vision literature
and employed in several applications, including handling, learning, and classifying from multi-
view cameras and videos, such as in robot vision, where a data stream is available. In this
setting, a set of patterns is a collection of images of the same object or event. This set can
be unordered, where the time stamp of the collected images is not relevant. The images can
also be ordered when the moment when the patterns were captured is necessary. A useful
pattern-set model requires robustness to corrupt data; that is, some images may contain noise,
occluded targets, or dropped frames. The model must also handle a variable set size properly
without increasing computational complexity.

Subspace representation has been a common strategy to model pattern-sets. A subspace alle-
viates the aforementioned issues by exploiting the geometrical structure under which images
in a set are distributed. A subspace represents the image set with a fixed dimension, a model
with mainly two advantageous points. First, statistical robustness to input noises, i.e., pertur-
bations such as occlusion. Second, compactness (low subspace dimension), even if there are
many images, it leads to a fixed complexity when processing the set as a subspace. These
advantages are appealing for practitioners since even when under representative images are
collected (which may include instability in the learning process), the subspace representation
can extract promising features. The compactness is a decisive advantage in subspaces; for
instance, a subspace can represent a set with only 20% of its original memory space [1].

Modern challenges exist in pattern-set modeling and classification. For instance, the formu-
lation employing PCA (Principal Component Analysis) to model the pattern-sets may be
insufficient to represent two-dimensional patterns existing in images. The conventional PCA
applies patterns in the vectorial form of the concatenated two-dimensional patterns, weakening
the pattern representation.

In this thesis, among other contributions, we propose a new type of subspace that can process
two-dimensional image sets without damaging its two-dimensional structures. We name such
a model Two Dimensional Mutual Subspace Method (2D-MSM) as a reference to the Mu-
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tual Subspace Method (MSM) [1], a fundamental subspace classification algorithm. Similarly
to MSM, in 2D-MSM, both the input and the learnable basis vectors span subspaces, and
their mutual canonical angles perform their matching. The input subspace represents a set of
patterns (e.g., images), which are then compared to reference subspaces.

Other difficulties exist with the current solutions. For instance, the traditional PCA cannot
capture the ordering of the sets, which is essential when time defines the categories of the
object being observed. In action recognition from videos, the ordering of the patterns presents
valuable information for representation and classification. Missing the relationship between the
images in a video may decrease an action recognition system’s representation ability.

In this chapter, we introduce a subspace variant called the Hankel Mutual Subspace Method
(HMSM) to resolve this problem. In this approach, the frames of an input video are arranged in
a Hankel-like matrix. This maneuver prevents its ordering from being lost during the extraction
of its basis vectors, improving the classification ability of the model when the frame’s ordering
is a discriminative factor.

Recently, subspaces have been incorporated in shallow neural networks, concretely as parame-
ters of Convolutional Neural Networks (CNN). The general idea of using subspaces in a CNN
architecture was first proposed in [2]. This approach demonstrated high efficiency in object
recognition tasks by employing the basis vectors of PCA [3] applied to the training data. Then,
the basis vectors were used as CNN parameters, avoiding backpropagation. Since then, much
effort has been made to seek more effective subspace strategies to replace neural networks’
weights.

In this thesis, we develop a shallow network based on subspaces applied in image classification
problems. This new concept not only learns the network weights without using backpropa-
gation but is able to work under scarce training sample conditions. The proposed network is
also equipped with a discriminative space, where the extracted features provide more reliable
information for classification.

Motivated by the previous results, we also developed a convolutional neural network able to
process semi-supervised data efficiently. This learning paradigm is common in machine learning
applications, where unsupervised information is abundant and supervised one is expensive to
obtain. This semi-supervised convolutional neural network presents a discriminative space,
improving further its classification capabilities.

A concrete example of an application that demands this kind of shallow network is when neural
networks should be embedded in FPGAs [4, 5]. In this case, hardware limitation is evident
and conventional neural networks cannot simply be employed in such devices since memory
and processing resources are extremely limited. In addition, many applications require that
the algorithms process data and that the network learning system runs on the device itself.
In these circumstances, compact networks such as the model proposed in this thesis present a
substantial advantage over conventional networks.

The increasing amount of data produced by sensors requires advanced methods for its pro-
cessing and storage. Thus, several applications employ data in a tensor format, such as video
and audio data collected from self-driving cars. Another example of tensor data is observed
in action analysis from video data, where both spatial and temporal information is present
in a structured form. In this scenario, the spatial and temporal information can be handled
independently within different representations, such as subspaces.

Tensors can be defined as a generalization of matrices, providing a natural representation of
multi-dimensional data. A video clip can be expressed by its correlated images over the time
axis, for instance. By making use of vectorization and concatenation procedures, this video clip



1.1 General objective 19

can be expressed as a vector, which can be directly used as a training sample for a traditional
machine learning model. Such an approach is found in literature and has shown to be efficient
in several applications. However, some information loss may occur during the vectorization
process, impairing the learning model.

Applications of subspaces for learning from tensor data frequently make use of the MSM. These
solutions are employed to solve gesture and action recognition problems, where video clips are
expressed by 3 subspaces, where each subspace is computed from one of the tensor’s modes.
Despite its desirable properties, MSM cannot extract discriminative features from the tensors;
therefore, a more powerful subspace representation should be developed.

Encouraged by the results obtained by the Fukunaga-Koontz Transformation (FKT) in
subspace-related solutions, in this thesis, we present a formulation of FKT to handle ten-
sor data. The introduced formulation has been applied to image-set modeling from tensor data
to solve action learning from videos. In this solution, tensor data is decomposed into several
subspaces, each one representing a particular factor. For instance, a grayscale video presents
three main factors, two space dimensions and a temporal one. In this scheme, subspace-based
techniques can be employed directly.

The proposed method for tensor data is presented in chapter 5. We also developed another
solution for tensor data when only unsupervised training data is available. For this scenario, we
developed a discriminative space able to operate onto unsupervised data. Then the extracted
subspaces from the tensors present more reliable information, which facilitates future proce-
dures. A k-means algorithm is then developed to work directly on subspaces, which saves time
and memory when operating on a large amount of data.

1.1 General objective

In this thesis, we aim to report our advances in subspace learning by introducing new subspace
representations and shallow networks. These new representations may reduce the complexity
of solving pattern-set classification and related problems. We explore different approaches to
appropriately describe and classify pattern-sets, using diverse machine learning techniques to
obtain the most suitable results.

1.1.1 Specific objectives

The specific objectives are described below:

1. Investigate variants of subspace-based methods which can represent two-dimensional
data to preserve the spatial relationship between the patterns.

2. Introduce shallow networks capable of learning the convolution kernels through sub-
spaces, without employing backpropagation.

3. Propose subspace-based methods that can represent tensorial data to preserve the tem-
poral relationship between patterns.

1.1.2 Thesis contributions

Our contributions related to 2D-subspaces are as follows: (1) The processing time to compute
each subspace is largely reduced due to the compactness of subspaces inherited from 2D-PCA
and variants, reducing its computational cost. (2) To employ variants of nonlinear subspace
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techniques, we create Kernel E2D-PCA and Kernel color-PCA based on the Kernel 2D-PCA
formulation. These improved nonlinear subspaces have new capabilities that will be discussed
further. (3) We propose and compare three versions of Kernel Two-Dimensional Subspace by
employing Kernel 2D-PCA, Kernel E2D-PCA, and Kernel color-PCA.

Our contributions related to shallow networks are as follows: (1) A shallow network for hand-
written character classification through the use of FKT. We generate a discriminative subspace
projection to enhance the discriminability across the handwritten image classes. (2) An aver-
age pooling layer is introduced to increase the number of layers without increasing the feature
dimensionality, preserving a low computational cost as the number of layers increase. (3) We
propose a new type of convolutional kernel based on the orthogonalization of subspaces. We
show that the basis vectors of this subspace are useful as convolutional kernels, efficiently
handling supervised data.

Our contributions related to tensor analysis are as follows: (1) We propose a novel tensor data
representation called n-mode GDS. (2) We incorporate the n-mode GDS projection on the
conventional product manifold, providing a tensor classification framework. (3) We optimize
the proposed n-mode GDS projection on the product manifold space through a redefined Fisher
score designed for tensor data. (4) We introduce an improved version of the geodesic distance,
which incorporates the importance of each tensor mode for classification.

1.2 Thesis publications

We divided our thesis publications into 4 categories as follows:

(1) New representations for subspace-based methods. This category contains the 2D-
subspace for object recognition and the Hankel-subspace for gesture recognition, which are
described in chapter 2. The following publications were generated as a result.

1. Kernel Two Dimensional Subspace for Image Set Classification (IEEE International Con-
ference on Tools with Artificial Intelligence, ICTAI 2016).

2. Image-Set Matching by Two Dimensional Generalized Mutual Subspace Method (Brazil-
ian Conference on Intelligent Systems, BRACIS 2016).

3. Hankel Subspace method for Efficient Gesture Representation (IEEE International Work-
shop on Machine Learning for Signal Processing, MLSP 2017).

4. Orthogonal Hankel Subspaces for Applications in Gesture Recognition (International
Conference on Graphics, Patterns and Images, SIBGRAPI 2017).

5. Regularized Hankel Mutual Subspace Method for Gesture Recognition (submitted to:
Signal, Image and Video Processing, SIVP)

(2) Shallow Networks for image recognition. This category comprises supervised and
semi-supervised shallow networks based on PCA, described in chapter 3. The results of this
contribution are summarized in the following papers:

6. Discriminative Canonical Correlation Analysis Network for Image Classification (IEEE
International Conference on Image Processing, ICIP 2017).

7. Subspace-based Convolutional Network for Handwritten Character Recognition (Inter-
national Conference on Document Analysis and Recognition, ICDAR 2017).

8. A Deep Network Model based on Subspaces: A Novel Approach for Image Classification
(IAPR International Conference on Machine Vision Applications, MVA 2017).
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9. Fukunaga-Koontz Convolutional Network with Applications on Character Classification
(Neural Processing Letters, NEPL 2020).

10. A Semi-Supervised Convolutional Neural Network based on Subspace Representation for
Image Classification, (EURASIP Journal on Image and Video Processing, JIVP 2020).

(3) Subspace-based tensor decomposition for action and gesture recognition. This
category contains generalized versions of subspace method to handle tensorial data, described
in chapter 4. In addition, these methods provide discriminative information. Papers below are
results of this contribution.

11. Tensor Fukunaga-Koontz Transform for Hierarchical Clustering (Brazilian Conference
on Intelligent Systems, BRACIS 2019).

12. Tensor analysis with n-mode generalized difference subspace (Expert Systems with Ap-
plications, ESWA 2021).

13. Multilinear Clustering via Tensor Fukunaga-Koontz Transform with Fisher Eigenspec-
trum Regularization (submitted to: Applied Soft Computing, ASOC).

(4) Collaborative publications. Our proposed methods and its adaptations have been
applied successfully in other domains, as follows:

14. Discriminative Singular Spectrum Analysis for Bioacoustic Signal Classification (Inter-
national Speech Communication Association, Interspeech 2020).

15. An Interface between Grassmann manifolds and vector spaces (International Work-
shop on Diff-CVML: Differential Geometry in Computer Vision and Machine Learning,
CVPRW 2020).

16. Metric Learning with A-based Scalar Product for Image-set Recognition (International
Workshop on Diff-CVML: Differential Geometry in Computer Vision and Machine Learn-
ing, CVPRW 2020).

17. Discriminative Singular Spectrum Classifier with Applications on Bioacoustic Signal
Recognition (submitted to: Transactions on Audio, Speech and Language Processing,
TASLP).

18. Enhanced Grassmann Discriminant Analysis with Randomized Time Warping for Motion
Recognition (Pattern Recognition, PR 2020).

19. Classification of Bioacoustic Signals with Tangent Spectral Discriminant Analysis (IEEE
International Conference on Acoustics, Speech and Signal Processing, ICASSP 2019).

20. News2meme: An Automatic Content Generator from News Based on Word Subspaces
from Text and Image (IAPR International Conference on Machine Vision Applications,
MVA 2019).

21. Text Classification based on Word Subspace with Term-Frequency (International Joint
Conference on Neural Networks, IJCNN 2018).

22. Grassmann Singular Spectrum Analysis for Bioacoustics Classification (IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing, ICASSP 2018).

23. Mutual Singular Spectrum Analysis for Bioacoustics Classification (IEEE International
Workshop on Machine Learning for Signal Processing, MLSP 2017).

24. Enhancing Discriminability of Randomized Time Warping for Motion Recognition (IAPR
International Conference on Machine Vision Applications, MVA 2017).
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International awards. In addition to our contributions, the following works received inter-
national awards:

25. Tensor Fukunaga-Koontz Transform for Hierarchical Clustering (Brazilian Conference
on Intelligent Systems, BRACIS 2019) received the Best Paper Award in BRACIS 2019.

26. News2meme: An Automatic Content Generator from News Based on Word Subspaces
from Text and Image (IAPR International Conference on Machine Vision Applica-
tions, MVA 2019, http://www.mva-org.jp/archives.BestPosterAward.php) received
the Best Poster Award.

27. Discriminative Canonical Correlation Analysis Network for Image Classification (IEEE
International Conference on Image Processing, China, ICIP 2017) received the IEEE
Signal Processing Society Student Travel Award.

28. A Deep Network Model based on Subspaces: A Novel Approach for Image Classifica-
tion (IAPR MVA 2017, http://www.mva-org.jp/archives.BestPosterAward.php) re-
ceived the Best Poster Award.

29. Best Poster Award: Enhancing Discriminability of Randomized Time Warping for Motion
Recognition (IAPR MVA 2017, http://www.mva-org.jp/archives.BestPosterAward.
php) received the Best Poster Award.

30. A Deep Network Model based on Subspaces (21st BMVA CVSS, United Kingdom,
BMVA CVSS 2016, http://cvss.swansea.ac.uk/index.php?n=Site.Award) received
the Outstanding Presentation Award.

1.3 Thesis organization

The content of this thesis is organized as follows:

Introduction (chapter 1): In this chapter, we define the scope of the thesis, as well as the aims
and its structure.

Background theory (chapter 2): Provides the basic idea behind subspace learning and practical
examples of its applications. The detailed steps and the motivation behind subspace analysis
are given.

In chapter 3, we present: (a) our evaluations to determine the two-dimensional representations
for the subspace-based pattern-set classification. (b) the Hankel subspace method for classify-
ing gestures, allowing subspace-based methods to represent ordered data, and finally, (c) we
address the problem of discriminative feature learning so that discriminative structures can be
extracted from the pattern-sets.

In chapter 4, we address the problem of learning convolutional neural network kernels through
subspaces. We present a comparative study of the different convolutional kernels for shallow
neural networks. In this chapter, we have developed our neural network learning technique
based on subspaces, where the learning scheme does not require backpropagation.

Our method of tensor decomposition enhancement using discriminative subspaces and the
product of manifolds is developed in chapter 5. Within this chapter, we include the proposed
approach to extract discriminative information from different tensor factors. We also present
the technique to combine the discriminative subspaces to classify the different tensor factors
into a unified manifold.

Conclusions (chapter 6): The key contributions and findings of this thesis are summarized and
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Introduction
(chapter 1)

Background Theory
(chapter 2)

2D and Hankel Subs.
(chapter 3)

Sup. Shallow Net.
(chapter 4)

Sup. Tensor Learning
(chapter 5)

Conclusions
(chapter 6)

Semi-sup. Shallow Net.
(appendix A)

Unsup. Tensor Learning
(appendix B)

Figure 1.1: Thesis map. A diagram schematic of the chapters and how they relate.

evaluated in this chapter. We discuss the implications and limitations of the proposed methods
and suggest future directions aligned with the state-of-the-art.

In Figure 1.1, a diagram of the chapters and how they relate is presented, outlining alternative
routes for the readers particularly interested in shallow networks and tensor learning.

Shallow networks: For the readers interested in shallow networks and its applications on
object and handwritten character recognition, we suggest the study through the following
path: chapter 1, chapter 2 and chapter 4. Although chapter 3 is not directly connected to
neural networks, it provides the main challenges in subspace learning and its limitations,
which will support the reading of the succeeding chapters. Chapter 4 provides an application
where a discriminative space is introduced in a shallow network, improving its recognition
capabilities without backpropagation. Additionally, appendix A presents a shallow network
for semi-supervised data, increasing the range of subspaces’ applications.

Tensor Learning: For the readers engaged in tensor analysis and its applications on action
and gesture recognition, we suggest the reading of the following path: chapter 1, chapter 2,
chapter 3 and chapter 5. The idea here is that the 2D and Hankel subspaces (chapter 3) in-
troduce the tensor analysis’s fundamental insights. As it is known, the 2D subspaces are an
attempt to preserve spatial information. Similarly, Hankel subspaces strive to represent tem-
poral information. Both methods are then unified in a tensor learning framework presented
in chapter 5, where spatial and temporal information from tensors are preserved. Appendix B
shows the application of tensor learning for unsupervised data. In this framework, a discrimina-
tive and regularized strategy is employed to ensure high between-cluster and low within-cluster
variability, which provides an efficient model for tensor data clustering.

It is worth mentioning that the work presented in appendices A and B are given in its original
article form and is used to support new applications of the methods proposed in chapters 4 and
5. Thus, covering diverse learning paradigms as semi-supervised and unsupervised in shallow
networks and tensor learning.



Chapter 2

Theoretical Background

In the field of machine learning and computer vision, learning algorithms are usually employed
to classify single patterns in a one-to-one correspondence. In this case, given a pattern vec-
tor, a learning algorithm should indicate a semantic aspect of this pattern. However, there
are applications that demand processing pattern-sets, where the classification process is held
entirely in terms of collections in a set-to-set fashion. With video cameras being widely used,
it is a natural choice to solve a classification problem using pattern-sets. Compared to single
pattern-based methods, the pattern-set classification directly handles changes of appearance
and makes decisions by comparing the query set with gallery sets. This paradigm provides
advantages when patterns are described as sets, such as in face recognition from video. In this
chapter, background on pattern-set learning is given, as well as the description of some classic
algorithms. Finally, several promising directions and tasks are provided as guidelines for the
following chapters of this thesis.

2.1 Pattern-set classification

The Mutual Subspace Method (MSM) [1, 6] is a common technique employed for the repre-
sentation and classification of pattern-sets. We define a pattern-set as a collection of samples
relating to a particular category and further represented by a subspace. In this approach, a set
of patterns is analyzed in a batch instead of separately. Figure 2.1 shows an object from the
ALOI dataset. The objects were extracted from video sequences, where illumination conditions
and the point of view modify over time.

Matching pattern-sets arises naturally in distinct circumstances, such as when the target pat-
tern is available in a data stream, where it is possible to evaluate patterns at a time. Another
practical example is when the data is contained in a bag, such as the profile pictures in a social
media network. In this scenario, it is reasonable to expect that most of the images contained
in a profile collection belong to the same subject. The analysis of subspaces is one of the basic
problems in machine learning and computer vision community, where an image-set of an object
is compactly described by a subspace in high dimensional vector space.

Diverse methods are known to exploit the subspace representation approach. For instance,
PCA [3], Linear Discriminant Analysis (LDA) [7, 8], Independent Component Analysis
(ICA) [9, 10], Canonical Correlation Analysis (CCA) [11, 12], Non-Negative Matrix Factoriza-
tion (NMF) [13, 14] are techniques that utilize most of the subspace representation ideas, where
the objective function is adjusted according to the problem constraints. It is claimed that the
subspace method was independently invented by two researchers, Watanabe and Iijima, who
named their methods CLAFIC [15] and the Multiple Similarity Method [16], respectively.

24
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Figure 2.1: This figure displays some example objects from the ALOI dataset. The objects were
extracted from video sequences, where illumination conditions and the point of view modify
over time.

C3

C2

C1

single pattern analysis

Insufficient patterns may 

weaken the classification

Figure 2.2: In single vector pattern analysis, the classification of a pattern is based on the
minimum distance between an input pattern and a distribution of reference patterns, which
may not reflect the desired properties for classification.

The leading theory of the subspace method was developed from the observation that the same
class patterns produce a compact cluster in high dimensional vector space. Then, this compact
cluster can be described by a subspace, which is generated by using PCA. It is worth mentioning
that the subspace method operates by representing each class with a subspace, differently from
the Eigenface [17, 18], where only a subspace is computed to embed the patterns.

The CLAFIC and the Multiple Similarity Method present the following similarities: (1) They
employ learning patterns as batches, where each batch is also known as a set. (2) These sets are
processed by PCA, and a few basis vectors are selected to represent each class as a subspace.
(3) A similarity between the subspaces is developed to calculate the distance for all classes
to classify an unknown pattern. Similar to the CLAFIC and the Multiple Similarity Method,
the MSM handles pattern-sets, with the advantage of computing the similarity by using the
canonical (principal) angles between the input subspace and the reference subspaces.

The MSM has been applied in several applications, including audio data [19, 20], image sets [21,
22, 23, 24], and employed in shallow network architectures [2, 25]. The literature provides recent
surveys detailing the state-of-the-art techniques for pattern-set classification and presents a
comprehensive understanding of the applications of subspace-based methods [26, 27]. The
advantages of subspace-based methods include its high compactness ratio and its flexibility to
handle different types of data. In the following, we describe the details of MSM, as well as its
applications.
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Figure 2.3: The minimum distance is very unstable because the input pattern may fluctuate
due to the variations in point of view or illumination. Differently, multiple patterns provide
stability, which may reveal desired properties for classification.

2.2 The Mutual Subspace Method

To represent a pattern-set by a subspace, we exploit the observation that a set of images lies in
a cluster, which can be efficiently represented by a set of orthonormal basis vectors. This basis
vector can be efficiently computed by using a technique called Singular Value Decomposition
(SVD). For a given N ×N matrix X, where each column is a N -dimensional feature vector, it
is essential to extract information regarding its structure. Then, it is reasonable to conduct a
decomposition to gather knowledge of the geometric structure of X.

The SVD decomposition will produce a set of eigenvectors U = {u1, u2, . . . , uN}, and a set of
eigenvalues Λ = {λ1, λ2, . . . , λN}. In algebraic terms, each vector in U represents an axis and
each value in Λ describes how each axis is transformed in therms of X.

Another useful idea of Λ is that it represents how much the vectors in X are correlated, which
is a valuable guidance towards the redundant and non-redundant information in X. The SVD
decomposition of X can be computed as follows:

XX> = UΣU> . (2.1)

The matrix U is an N ×N matrix where each column is a left singular vector of X (equivalent
to the eigenvectors of X>X). Similarly, U> is an N ×N matrix where each column is a right
singular vector of X (equivalent to the eigenvectors of X>X). Then, Σ is a N × N matrix
where the main diagonal presents the singular values of X in descending order.

The ordered nature of the singular vectors contained in Σ can be directly employed to reveal
the importance of each eigenvector in U. The analysis of Σ is useful in various problems,
such as dimensionality reduction, signal filtering, and feature extraction. By understanding
the importance of each eigenvector in U, it is possible to select a small set of eigenvectors U′

by removing all but the top K singular values in the diagonal of Σ. It is worth mentioning
that U satisfies UU> = U>U = I.

Figures 2.2 and 2.3 present the contrast between classifying a single pattern and multiple
patterns. A single pattern can be described as a point in a high-dimensional feature vector
space where an N × N image pattern is handled as a vector. The minimum distance is very
unstable because the input pattern may fluctuate due to the variations in point of view or
illumination. Differently, multiple patterns provide stability.
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Figure 2.4: The importance of using the subspace representation.

Therefore, a method based on the similarity between the pattern-sets is slightly influenced
by the variations discussed above. Besides, it is worth noting that the similarity between the
pattern-sets may reflect the similarity between 3D shapes of 3D objects.

2.3 Selecting basis vectors

As mentioned before, the basis vectors generated by SVD may represent a set of patterns
compactly. The following criteria can be utilized to obtain the compactness ratio of this trans-
formation:

µ(K) ≤
K∑
i=1

(λi)/
D∑
i=1

(λi) . (2.2)

In the above equation, K is the number of the selected basis vectors which will span a subspace,
λi corresponds to the i-th eigenvalue of XX>. Then, D = rank

(
XX>

)
. It is useful to set K as

small as possible to achieve a minimum number of orthonormal basis vectors, maintaining low
memory requirement. In addition, µ(K) should be fixed in a form that best represents each
set of images and also satisfying the application requirements. In practical terms, we should
select µ(K) to meet the trade-off of compactness ratio and representativity of the subspace.
So far, there is no precise solution to determine the minimum number of basis vectors that
best represents a set of patterns.

2.4 Computing the similarity between subspaces

A popular procedure for measuring the similarity between subspaces is by computing the
principal angles, also known as canonical angles. Jordan introduced the theory of computing
the canonical angles between subspaces [28, 29]. Since then, the theory has been developed
and improved as a helpful tool in many applications.

The canonical angles provide information concerning the relative location of two subspaces in
a Euclidean space, which gives a clue regarding how similar two subspaces are. For example,
given two subspaces, P and Q, then the set of principal angles between these subspaces can
be described as follows.
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Let p be the dimension of subspace P, and q be the dimension of subspace Q. If we assume
that p ≥ q ≥ 1, then the canonical angles θ1, θ2, . . . , θq ∈ [0, π/2] between the subspaces P and
Q are defined recursively for i = 1, . . . , q as follows:

cos(θi) = u>i vi , (2.3)

where

ui, vi = arg max
u∈P, v∈Q

u>v , (2.4)

subject to

||u|| = ||v|| = 1, u>ui = 0 , v>vi = 0 , (2.5)

The vectors {u1, . . . , uq} and {v1, . . . , vq} are called principal vectors. The first principal angle,
θ1, corresponds to the angle between the principal vectors (u1, v1). After that, the second prin-
cipal angle, θ2, will be found by searching in the subspaces for the vectors that are orthogonal
to the first principal vectors. This recursive process continues until all canonical angles are
collected.

The process above, although elegant, is computationally inefficient. In practical terms, SVD
can be applied to compute the eigenvalues of U>V; then, the principal angles are readily
available by computing the cosine of the eigenvalues. Therefore, let U and V be orthonormal
bases of P and Q, respectively. Then:

RΣS = U>V . (2.6)

The matrix Σ provides the set of eigenvalues, σ1, σ2, . . . , σq, in its main diagonal, with 0 ≤
σ1 ≤ σ2 ≤ . . . ,≤ σq−1 ≤ σq ≤ 1. After obtaining the set of eigenvalues, the canonical angles
are computed as follow:

θi = cos−1(σi) , (2.7)

where

i = 1, . . . ,min(p, q) . (2.8)

2.5 Useful formulations of the distance between subspaces

The benefit of the canonical angles in expressing relative subspace positions is supported by the
evidence that any notion of rotation-invariant subspace distance is a function of the canonical
angles. Table 1 presents a list containing the most popular distances between subspaces and
their connection with the canonical angles. The concept of rotation-invariant is a fundamental
element for distances and is resembled by the canonical angles.

It is beneficial to have several formulations of the distance between subspaces promptly avail-
able for specific applications. For instance, when all eigenvectors which span the subspaces
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Figure 2.5: Here is an attempt to display the MSM algorithm schematically since it is not
possible to draw the subspaces in a high-dimensional space. (a) An unordered set of images
representing a particular character is processed (b) The subspaces are produced by extracting
the basis vectors from the set of patterns. (c) The canonical angles are employed to achieve
the similarity between P1 and P3.

present the same importance, the Grassmann and the projection F-norm are indicated since
the canonical angles are square-rooted, reducing the significance of outliers. Differently, when
a quick estimation is required, the Asimov distance presents computational advantage.

It is sometimes useful to assume the Grassmann distance as the geodesic distance. It can
be locally described as the shortest path of all curves between the two measured subspaces,
which provides a more precise distance. In addition, Binet-Cauchy and the projection F-norm
distance are systematically employed in many subspace learning algorithms due to the positive
definiteness of their induced kernel.

The formulations defined by a single canonical angle, such as the Asimov distance, the spectral
distance, and the projection distance, present the benefit of being more robust to noise. In
addition, when the dominant factor in a particular observation is known a priori, the canonical
angle can be weighted to highlight the importance of this specific factor.

Once equipped with the representation formulation given by the noncentered PCA, the distance
between the subspaces and a rule to define the similarity between the subspaces, the MSM
can be employed to represent and classify pattern-sets. Figure 2.5 displays the conceptual
illustration of MSM. Since it is not possible to draw the subspaces in a high-dimensional
space, in this thesis, we represent subspaces as cones or triangles embedded in a feature space,
which is depicted as a spherical cap (dome).

2.6 Pre-processing techniques

Conventional feature extraction techniques produce a feature vector that encodes a particu-
lar pattern aspect. For instance, feature extraction techniques may derive useful information
regarding texture, shape, color, depth, optical flow, or any combination of them. The tradi-
tional machine learning pipeline employs the feature vectors to train a classifier to learn the
underlying patterns of these vectors to provide a proper model.

The most useful handcraft features provided in the literature are those that extract local pat-
terns and count their distribution across a particular region of interest. These feature extraction
techniques usually encode gradient and texture data as discriminative features. Throughout
this thesis, we mainly focus on feature extraction as a pre-processing technique. However, other
types of pre-processing techniques exist, such as image scaling, dimensionality reduction, and
data augmentation.
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Table 2.1: Useful formulations of the distance between subspaces.

distance definition

Asimov dA(P,Q) = θk

Minimum correlation dn(P,Q) = sin(θk)

Maximum correlation dx(P,Q) = sin(θ1)

Projection dp(P,Q) = sin(θd)

Spectral dS(P,Q) = 2 sin (θd/2)

Geodesic / Arc Length / Grassmann dg(P,Q) =
(∑k

i=1(θi)
2
)1/2

Projection F-norm df (P,Q) =
(∑k

i=1 sin2(θi)
2
)1/2

Frobenius dF (P,Q) =
(

2
∑k

i=1 sin2(θi)
2
)1/2

Binet-Cauchy dB(P,Q) =
(

1−
∏k
i=1 cos2(θi)

)1/2

Procrustes / Chordal dP (P,Q) = 2
(∑k

i=1 sin2(θi/2)
)1/2

Fubini-Study dS(P,Q) = cos−1
(∏d

k=1 cos θk

)

Deep learning techniques have recently become an approachable data-driven learning strategy
for many computer vision tasks, achieving high recognition performance. Deep learning tech-
niques learn feature extraction and classification in an end-to-end model. For image recognition
tasks, Convolutional Neural Network (CNN) is a recommended deep learning model. CNNs
are comprised of multiple layers that automatically learn a set of discriminative filters [30].

The filters in the lower layers of the CNN learn directly from raw patterns (i.e., pixels), learning
how to represent generic features such as edges, contours, and corners. Differently, the higher-
level filters use the learned low-level features to extract more complex and abstract features.
These more abstract features are then able to discriminate between different pattern classes.

To learn more useful visual representations and improve recognition performance, deep CNNs
require massive labeled datasets, which may not be available in several applications. In such
situations, using deep learning techniques is not an option, and traditional feature extraction
and classification methods may yield satisfactory results. One of these traditional classification
methods is the group of instance-based methods, which is described in the next section [31].

2.7 Instance-based learning

Instance-based learning or memory-based learning is a group of learning methods that match
input patterns with patterns previously observed in training, which have been stored in mem-
ory. The hypothesis is built directly from the training patterns. As a consequence, the hy-
pothesis complexity increases with the number of classes (the number of training subspaces,
particularly in MSM). In an extreme scenario, a hypothesis is a list of N training patterns, and
the computational complexity of classifying a new one is O(N). In subspace-based methods,
it is possible to replace some training subspaces by just one, as long as their similarity is very
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high. This procedure speeds up the classification phase, where an instance-based algorithm
may be employed.

One benefit that instance-based learning has over other techniques is its ability to adjust its
model to new patterns, which is an advantage in dynamic environments, where new classes may
emerge. Among the most commonly used instance-based learning algorithms are the k-Nearest
Neighbor (k-NN), Kernel Machines, Self-Organizing Map (SOM), and Learning Vector Quan-
tization (LVQ). These methods maintain the training patterns (or the most representative
ones) when classifying new patterns. Then, the similarity between the training patterns and
the new one is computed, where a classification rule is employed to predict a class to the new
pattern. Since this procedure can be time-consuming, feature extraction techniques may be uti-
lized to extract discriminative information from the learning patterns as well as dimensionality
reduction, decreasing the memory requirements of instance-based learning algorithms.

2.8 Some practical examples

Two practical examples of computing distances between 2 subspaces are given as follows:

(1) As a warm-up example, consider two vectors u =
(√

2
2 ,

√
2

2 , 0
)>

and v =
(

0,
√

2
2 ,

√
2

2

)>
.

Let us consider that u and v represent feature vectors. Then, they have only one canonical angle,
since min(rank(u), rank(v)) = 1. This canonical angle can be computed from the eigenvalue σ
of uv>, which is 1

2 . Then, θ1 = cos−1(σ) = 60◦. Now we select a distance function that best fits
the application requirements. For instance, let us employ maximum correlation (dc = sin(θ1)),

projection (dp = sin(θd)), and Spectral (ds = 2 sin(θd/2)) distances, which yields
√

3
2 ,

√
3

2 and
1 respectively. Since, in this singular case, θ1 = θd, the maximum correlation and projection
provide the same measure.

x

y

z

u

v

θ1 = π/3

Figure 2.6: Principal angles between subspaces. For quantitatively evaluating the similarity
between the subspaces spanned by U and V, the figure illustrates the canonical angles. For
dim(U) = dim(V) = 1, one principal angle is defined.

From the Figure 2.6, it is easy to find the principal angle analytically. Since rank(u) =
rank(v)) = 1, only one canonical angle is available, which is trivially verifiable. Either the
identity u · v = |u||v| cos θ1 or cos−1(σ) confirms that the angle between the two vectors is 60◦.

(2) Now let us investigate a more sophisticated example. Let us examine two subspaces spanned

by the following basis vectors U =

[
(0 0 1)> ,

(
−
√

3
2

1
2 0
)>]

and V =
[
(−1 0 0)> , (0 0 1)>

]
.

By applying singular value decomposition on U>V, we obtain Σ =
[
(1 0),

(
0
√

3
2

)]
. Since

min(rank(U), rank(V)) = 2, it is expected the availability of 2 canonical angles. Then, θ1 =

cos−1(1.0) = 0◦ and θ2 = cos−1
(√

3
2

)
= 30◦.

From the Figure 2.7, it is easy to find the principal vectors visually. Since U and V present an
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intersection at the vector (0 0 1)>, it is trivial to verify that the first canonical angle is zero.
The second canonical angle is also straightforward to confirm since the angle between the two
planes is 30◦.

The availability of two canonical angles provide the possibility of exploiting more sophisticated
distances. Similar to the previous example, let us employ maximum correlation (dc = sin(θ1)),
projection (dp = sin(θd)), and Spectral (ds = 2 sin(θd/2)) distances, which yields 0, 1

2 and
√

6−
√

2
2 , respectively. In this example, θ1 6= θd, providing richer measurements than when just

one canonical angle is available.

x
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z

π/6 = θ2

θ1 = 0

U

V

Figure 2.7: Canonical angles in a three-dimensional Euclidean space. In this figure, the sub-
spaces spanned by U and V produce two canonical angles.

2.9 Final Remarks

This chapter presented the background on pattern-set representation and classification in the
light of subspace analysis. We described the main steps for representing pattern-sets through
subspaces and how to utilize its compactness to represent sets efficiently. The MSM is detailedly
described and the practical formulation to compute the canonical angles between the subspaces.
Then, several effective formulations of the distance between subspaces are given.

The commonly used pre-processing techniques to enhance the subspace representation are
listed and the relationship between MSM and instance-based learning is provided. Some prac-
tical examples are given, where the similarity between subspaces spanned by one and two
vectors are analyzed. The versatility provided by the canonical angles offers a diverse range of
options to compose a similarity function that best reflects the application demands.

The next chapter describes more sophisticated subspace-based methods, including kernel meth-
ods and discriminant analysis. We introduce a faster version of MSM, which employs two-
dimensional patterns directly, without using a vectorization process. Additionally, we present
an MSM version which efficiently represents ordered patterns, which is essential to represent
gesture and actions from videos.

2.10 Conventional notations employed in this thesis

The following notations are adopted in this thesis unless the contrary is explicitly described.
Scalars are denoted by lowercase letters and matrices are denoted by uppercase letters. Calli-
graphic letters will be assigned to subspaces and Greek letters will be assigned to eigenvectors
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and canonical angles. The subspace S spanned by the set of basis vectors {φj ∈ Rl}dj=1 is

d-dimensional. Given a Hankel matrix H ∈ Rl×k, H> denotes its transpose. A more compre-
hensive list of notations can be found in Table 2.2.

Table 2.2: Summary of main notations used in this thesis.

Notation Description

N number of training samples

Ni number of training samples in the i-th class

C number of classes

Y an input pattern-set

X a supervised pattern-set

A an auto-correlation matrix of X

U basis vector representing a pattern-set

P the subspace spanned by the selected eigenvectors of U

p dimension of the P subspace

A , B tensors

n number of modes in a tensor

φ, ψ eigenvectors

σ, λ eigenvalues



Chapter 3

New Subspace-Based
Representations

Subspace representations are normally achieved by discrete Karhunen-Loeve (KL) expansion,
also known as Principal Component Analysis (PCA) [3], which is optimal to achieve a subspace
that minimizes the mean square error. The discrete KL subspace representation simplifies the
classification between a set of reference images and an input image vector through the use
of multiple canonical angles [32]. Following this main concept, Kernel Orthogonal Mutual
Subspace Method (KOMSM) [33] is a statistical pattern recognition method where each set of
images is represented by a nonlinear subspace and the similarity between these subspaces is de-
termined by the use of multiple canonical angles. In KOMSM, the discriminability between the
reference nonlinear subspaces is further enhanced by applying the orthogonalization method
proposed by Fukunaga-Koontz Transformation [34]. By employing nonlinear orthogonalized
subspaces, KOMSM achieves high recognition performance.

The Generalized Mutual Subspace Method (gMSM) [35] follows a similar idea. Here, each
subspace has a soft weight, based on the eigenvalues. This approach differs from KOMSM,
where only the eigenvectors with the highest eigenvalues are considered as basis vectors and
the remainder are discarded. By employing this scheme to represent the subspaces, gMSM
achieves high recognition performance, without making use of nonlinear kernels.

KOMSM and gMSM have been successfully employed in several computer vision applica-
tions [36], due to their considerable flexibility in dealing with multiple class problems and
straightforward implementation. However, their performances are not satisfactory for more
advanced systems, wherein more complicated structures should be classified. In short, this
issue is due to the fact that these methods employ PCA in order to generate the subspaces
as follows: First, each two-dimensional image from a set is reshaped to one-dimensional vec-
tor. Then, a covariance matrix is computed from these reshaped images. And finally, a set
of basis vectors is generated from this covariance matrix through eigenvector decomposition.
This reshaping procedure leads to a very high dimensional vector space, increasing the overall
computational complexity.

Therefore, one aspect that prevents KOMSM and gMSM to be executed directly on more
advanced systems is that the covariance matrix of the set of images is too large to be efficiently
processed in real-time. The reshaping process of transforming two-dimensional matrices into
one-dimensional vectors leads to a high-dimensional covariance matrix. It is complex to extract
its basis vectors by applying PCA due to its memory requirements. Additionally, the relatively
small number of training samples compared to the high-dimensional covariance matrix makes
this problem even more challenging. Resizing the training images is one possible solution for

34
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reducing the high-dimensional covariance matrix size. However, such a maneuver may explicitly
drop some discriminative features, reducing the model efficiency. It is worth mentioning that
the training time is a concern in some applications (e.g., hardware limitations).

Few solutions have been introduced to alleviate the massive memory requirements of subspace-
based methods. A successful approach was proposed in [37], where a subspace-based method
is applied in a fingerspelling recognition system. Instead of obtaining the covariance matrix
directly from the set of images, the authors adopted a cluster-based approach to reduce the
number of reference images in each set to achieve a smaller covariance matrix, which is more
manageable than the conventional one. This approach demonstrated to be efficient since the
memory requirements were reduced and the processing time was satisfactory. Although using
clustering solves the covariance matrix size problem, this technique requires a random initial-
ization of the clustering algorithm, which may lead to an ineffective classification phase. In this
thesis, however, our goal is also to reduce the memory requirements of subspace-based methods
but using the complete set of images without clustering, speeding up the classification time
and optimizing the memory storage.

To overcome these drawbacks of KOMSM and gMSM, motivated by 2D-PCA [38], we propose
a Kernel Two-Dimensional Subspace (K2DS) and a Two-Dimensional Generalized Mutual
Subspace Method (2D-gMSM) to speed up the learning and the matching processing times.
The main difference between PCA and 2D-PCA is that 2D-PCA employs the image matrix
directly, without vectorizing the patterns, to generate the covariance matrix, which is smaller
than the covariance matrix produced by the traditional PCA. Since KOMSM and gMSM
systematically operate on the basis vectors produced by PCA, replacing PCA with 2D-PCA
reduces the memory cost, since the basis vectors produced by 2D-PCA are more compact.
As a consequence, K2DS and 2D-gMSM are much more efficient than KOMSM and gMSM
both in terms of memory complexity and time complexity. In this chapter, we introduce the
concept of nonlinear two-dimensional subspaces, achieving three important improvements over
conventional KOMSM and gMSM [39, 40].

Despite the fact that subspace-based methods can achieve high performance when applied
to image set recognition, these methods are not able to cope with temporal information, as
required for an efficient gesture representation, for instance. The temporal information may
contain discriminative information in gesture and action recognition, since its ordering may
represent different gesture categories. To solve this problem, in this chapter we also propose
a new method based on clustering and sample selection in order to reduce computational
complexity and simultaneously preserving the temporal information. This new representation
is mainly based on Hankel matrix formulation, where the image patterns can be stored in a
manner where the ordering of the images is preserved. In this approach, we select representa-
tive samples from each image gesture set to compound its corresponding Hankel matrix. By
exploiting this strategy, we obtain a smaller covariance matrix, compared to the traditional
methods, where we can easily extract its basis vectors.

Another weakness of subspace-based methods is that the different class subspaces are usually
handled equally regardless of their intrinsic dimensions. More precisely, subspace-based meth-
ods assume that all classes have the same dimensions, which leads to several problems, such as
the loss of discriminative and representative features. For instance, we can infer that different
distributions have different accumulated energy in each eigenvector. Some classes may have a
high compactness ratio in only the first 4 eigenvectors, achieving a very efficient representa-
tion. However, some classes may have a high spread ratio of energy over its eigenvalues, where
only 4 eigenvectors are not sufficient to represent such classes. Therefore, here we propose
an automatic method to weight the basis vectors of each image class to preserve its intrinsic
dimension more efficiently.



3.1 Related Work on 2D-PCA-based Methods and Image-Set Classification 36

For the Hankel subspaces, the contributions of this chapter to the literature are as follows: (1)
A novel framework for gesture recognition, with no pre-processing techniques, requiring low
computational resources. (2) A new representation for gesture recognition, where the samples
are dynamically selected, creating a very compact representation. In addition, by employing
the Hankel matrix, this new representation is able to preserve temporal information. (3) An
automatic approach for basis vector weighting based on the accumulated energy strategy. In
this solution, we employ all the basis vectors available for classification, without parameter
tuning [41, 42].

The organization of this chapter is as follows, Section 3.1 describes the details of 2D-PCA and
its variants. Then, in Section 3.2, we develop the nonlinear variants of 2D-PCA to produce
nonlinear subspaces and its applications to image set classification by introducing the Kernel
Two Dimensional Subspace (K2DS). Then, in Section 3.3, we develop the two-dimensional
generalized mutual subspace method for image set classification by introducing 2D-PCA and
its variants on gMSM framework. Section 3.4 shows the advantages of K2DS and variants
over the conventional KOMSM by experimental results using ALOI and RGB-D object clas-
sification datasets, ASL Finger Spelling dataset, UCSD/Honda and CMU MoBo face recog-
nition datasets. Section 3.5 describes the details of Hankel matrices to model video data.
In Section 3.6, we develop the Hankel Subspace Method for video data classification. Sec-
tion 3.7 shows the advantages of the proposed Hankel Subspace Method over the conventional
gMSM by experimental results using ALOI [43] and RGB-D [44] object classification datasets,
Honda/UCSD [45], YouTube Celebrities (YTC) [46] and PubFig83 [47] for face recognition.
Final remarks are given in Section 3.8.

3.1 Related Work on 2D-PCA-based Methods and Image-Set
Classification

In this section, we briefly describe 2D-PCA [38] and its variants: Alternative 2D-PCA [48],
Extended 2D-PCA [49], Color-PCA [50] and Cross Grouping 2D-PCA (C2D-PCA) [51]. This
description is important in order to analyze the differences between traditional PCA and 2D-
PCA variants. Although 2D-PCA have been developed a decade ago, recently several variants
have been proposed, including cross grouping 2D-PCA [51]. We investigate the five 2D-PCA
variants (2D-PCA, Alternative 2D-PCA, Extended 2D-PCA, Color-PCA and Cross Grouping
2D-PCA) in order to identify the most suitable version to achieve the best trade-off between
accuracy and processing times. Therefore, it is important to analyze the impact of employ-
ing each variant. We also highlight important current methods in the image-set classification
literature. These methods are used as baselines in our experiments.

3.1.1 2D-PCA and its Variants

The procedure used by PCA is based on determining orthogonal linear combinations called
principal components, that better capture the variability of the data. In this case, the first
principal component is the linear combination with greater variance, the second component is
the linear combination orthogonal to the first, with greater variance, and so on. There are many
principal components as the original number of features, but typically the first components
capture most of the variance of the data so that the majority can be discarded with a small
loss of information (regarding data variance).

In PCA, the theory states that the two-dimensional samples should be initially reshaped to one-
dimensional vectors, otherwise, PCA cannot be employed. This reshaping process may break
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the structural information of the two-dimensional samples. In order to overcome this issue,
2D-PCA [38] was the first successful effort to apply PCA directly on two-dimensional images
without reshaping them into one-dimensional vectors. 2D-PCA inherits the same capabilities
of the conventional PCA, however, its covariance matrix is calculated straightforwardly from
the two-dimensional matrices. Therefore, the basis vector achieved by 2D-PCA is much smaller
than those generated by the traditional PCA. In order to clarify this concept, let us consider
G2D a 2D-PCA covariance matrix, which can be computed by:

G2D =
1

M

M∑
i=1

(Ai −Aµ)>(Ai −Aµ) , (3.1)

where A = {Ai}Mi=1 is a set of two-dimensional images, Aµ is the mean image of A, and
the superscript > denotes the Hermitian. By eigen-decomposing G2D, we obtain the optimal
projection axes ΦA = {φi}Mi=1, wherein are the eigenvectors of G2D. The projection axis have
the following characteristics:

〈φi, φj〉 = 0, for any i 6= j and

〈φi, φj〉 = 1, for any i = j , (3.2)

where 〈·, ·〉 denotes inner product. In addition, the ΦA set is ordered so that the first few
φi vectors retain most of the variation available in the entire A set. In the case of data
compression, the first k vectors of ΦA, where k � M , represent most of the variation in A.
We can observe that by applying 2D-PCA instead of PCA, we achieve a much more compact
subspace due to the size of its auto-correlation matrix, which is considerably smaller compared
to the traditional one. Therefore, we adopt the use of 2D-PCA to create the basis vectors in
our methods, as will be detailed further.

Although 2D-PCA generates a compact set of basis vectors, the feature extracted from a two-
dimensional image is still a vector, not a matrix (which reveals how to combine basis with
matrices in case of 2D-PCA). Hence, the operation of extracting the basis vectors employed
by 2D-PCA works systematically only in the row direction. A possible choice denominated
Alternative 2D-PCA [48] exploits this idea and, instead of operating in the row direction,
extracts the basis vectors by operating in the column direction. This approach showed that
both column direction and row direction 2D-PCA achieved similar performance, even working
on orthogonal directions.

In order to explore within-row and between-row information of the covariance matrix, Ex-
tended Two-dimensional Principal Component Analysis (E2D-PCA) [49] was proposed for im-
age recognition. In E2D-PCA, it is shown that the covariance matrix of 2D-PCA corresponds
to the main diagonal of the covariance matrix employed by PCA. Therefore, it is a subset of
the covariance matrix obtained by PCA. This subset may provide less discriminative informa-
tion than the original set, leading to a weaker discriminative set of features. E2D-PCA tries to
overcome this drawback by employing more covariance diagonals than the matrix covariance of
2D-PCA. Moreover, it is possible to directly control the trade-off between recognition accuracy
and model complexity.

Another 2D-PCA variant is the color-PCA. In general, object recognition algorithms make
use of gray-scale images for evaluating their performances. However, in [52] it is shown that
color information plays an important role in face recognition systems. An extension of 2D-
PCA called color-PCA was proposed in [50] to handle color information for face recognition
systems. In addition, to explore the properties of 2D-PCA, color-PCA also includes features of
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color images by maintaining RGB information as a third-order tensor. The higher recognition
performance, compared to conventional 2D-PCA, is justified by the reason that the skin pixels
would occur in close proximity to other skin pixels, as well as the skin color features would lie
on a better discriminative subspace, which does not occur in gray-scale images. The procedure
to create the principal components is similar to the 2D-PCA, except that the covariance matrix
of each image is generated by concatenating the RGB color layers into a single matrix, instead
of using just one gray-scale layer. In this case, the set of concatenated RGB layers images
ARGB = {ARGB

i }Mi=1 = {AR
i ‖AG

i ‖AB
i }Mi=1, where {·‖ · ‖·} denotes the concatenation operator.

Then, ARGB is employed to produce the following correlation matrices:

CH =
1

M

M∑
i=1

(ARGB
i −Aµ

RGB)>(ARGB
i −Aµ

RGB) , (3.3)

CV =
1

M

M∑
i=1

(ARGB
i −Aµ

RGB)(ARGB
i −Aµ

RGB)> , (3.4)

where CH and CV stand for the correlation matrices when the images of ARGB are concate-
nated horizontally and vertically, respectively. In addition, Aµ

RGB denotes the matrix mean
of ARGB.

The 2D-PCA and its variants use the 2D image matrices to construct the covariance matrix,
grouping these features randomly by row or column of the input image. Thus, some informative
patterns may be lost. To solve this issue, Cross Grouping 2D-PCA (C2D-PCA) is proposed
in [51] to deal with face recognition. This technique aims to reduce the redundancy among
the row and the column vectors of the image matrix. C2D-PCA completely preserves the
covariance information of PCA between local geometric structures in the image matrix which
is partially maintained in 2D-PCA and other variants. To accomplish these properties, the
covariance matrix of C2D-PCA is produced from the summation of the outer products of the
column and the row vectors of all images, then eigenvalue decomposition is applied to the
covariance matrix in order to obtain the basis vectors employed to generate the subspaces.

In despite of the above-mentioned advantages of 2D-PCA and variants, it is important to
mention that these methods preserve exclusively the second order statistics (variance and
covariance). The second order statistics describe only partial features of natural images, such
as hand shape images, face images and object images, therefore it is fundamental to provide
higher order statistics, as well as to enrich the information obtained from these images. To
solve this issue, 2D-PCA was extended to a nonlinear variant by mapping nonlinearly the input
space to a feature space, where 2D-PCA can possibly achieve higher order statistics. K2D-PCA
is a technique that efficiently implements this nonlinear mapping between the input space and
the feature space.

Inspired by these interesting properties, we propose the Kernel Two Dimensional Subspace
(K2DS). Here, rather than employing KPCA in order to generate the subspaces, as is done in
traditional KOMSM, our proposed method employs K2D-PCA. In addition, based on the K2D-
PCA, we have adapted the 2D-PCA variants. Before describing the proposed method, however,
some image-set classification methods used as baseline in our experiments are discussed.

3.1.2 Image-Set Classification Methods

Several solutions to image set matching have been proposed in recent years. In general terms,
these methods can be divided into two approaches: parametric model methods and nonpara-
metric sample methods. The parametric model methods employ some parametric distribution,
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such as Gaussian, to describe each image set and then measure the distribution similarity.
The non-parametric methods aim to describe an image set as a subspace or a manifold. These
methods employ the distance between the manifolds or subspaces in order to measure the
similarity between image sets.

Discriminant Analysis of Canonical Correlations (DCC) [53] is an image set classification tech-
nique that attempts to find a subspace that provides the within-class correlation of sets maxi-
mized and the between-class correlation minimized. DCC uses a linear discriminative function
to maximize canonical correlations of within-class sets and minimize canonical correlations of
between-class sets. In DCC, the similarity of any two transformed data sets is defined as the
sum of canonical correlations.

Manifold-Manifold Distance (MMD) [54] represents each image set as a manifold. Each mani-
fold consists of a collection of local linear subspaces, which can preserve large variations, such
as illumination and point of view. The distances between pair-wise subspaces are integrated
in order to create the similarity between the manifolds.

Manifold Discriminant Analysis (MDA) [55] is a manifold-based image set classification tech-
nique that maximizes the distance of manifolds with different class labels and enhances the
local data compactness within each manifold. MDA employs discriminative learning based on
LDA in order to map the multi-class manifolds into an embedding space.

The Convex Hull based Image Set Distance (CHISD) [56] is an image set classification technique
that models each image set as a convex geometric region in feature space. The similarity
between the convex geometric regions represented by convex hulls is computed based on the
distance of the closest points. By using a convex approximation, the method is less prone to
overfitting than methods based on sample points because CHISD can produce new samples on
the hull. In addition, this approach can be optimized to deal with outliers.

In the next section, we introduce the proposed K2DS in the context of image set classification.

3.2 Proposed Kernel Two Dimensional Subspace

In this section, we first define the problem of classification based on sets of images by nonlinear
subspaces. Then we introduce the nonlinear subspaces via K2D-PCA. After that, we describe
the process flow of the proposed K2DS.

3.2.1 Image-Set classification via K2DS

Let C be the number of image sets, which are given by A = {Am}Cm=1, where Ai is a set
containing M two-dimensional images and each Ai set belongs to one of the C classes. Then,
we assume that there is a nonlinear mapping that represents each Ai set in terms of its
variance. This nonlinear transformation is in such way that the M images are converted into
k−dimensional orthonormal vectors ordered by its accumulated energy, where k � M . This
new representation, {Φi}Ci=1, provides a more compact manner to represent each Ai set and
its computational classification cost is therefore, greatly reduced. Each Φi basis vector spans a
reference subspace Pi, where its compactness ratio is empirically defined by choosing the first
k vectors, ordered by its accumulated energy. Finally, for a given set of two-dimensional test
images Y = {Yi}Mi=1, the task is to compute a subspace QY that represents Y in terms of its
variance and predicts its corresponding image set based on the nearest Pi reference subspace.

As previously mentioned, the proposed K2DS, KE2DS and c-K2DS are based on KOMSM [33].
KOMSM employs Kernel PCA, whose computational complexity is high, in order to gener-
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ate nonlinear subspaces. On the other hand, our method employs the lower computational
complexity Kernel versions of 2D-PCA, E2D-PCA and color-PCA. These Kernel versions are
developed in the following subsection, then we describe how to select the basis vector of each
subspace, the orthogonalization process of the nonlinear subspaces generated by them and the
procedure used to compute the structural similarity between nonlinear subspaces employing
canonical angles. Figure 3.1 shows the overall schematic flowchart of our proposed method.

3.2.2 Generating Nonlinear Subspaces via K2D-PCA

Until now, less effort has been made to develop different types of K2D-PCA. Encouraged by
the robustness of KOMSM framework and the advantages of 2D-PCA and variants, we propose
a novel fast and robust framework which inherits the aforementioned capabilities. In addition,
there is no work regarding the applications of nonlinear subspaces produced by K2D-PCA and
variants of 2D-PCA for image set classification.

(a)

𝑸

𝑷

high-dimensional

feature space

(b)

𝑸𝑷

image class Bimage class A

structural similarity

by canonical angles

(c)

𝑸𝑷 𝜃

orth. process similarity

Figure 3.1: Conceptual illustration of the proposed method. (a) Training image sets A and B
are expressed as subspaces. (b) Pattern distribution of each class is represented by nonlinear
subspaces, which are generated by kernels 2D-PCA, E2D-PCA or color-PCA. The procedure
employed will generate K2DS, KE2DS and c-K2DS, respectively. In addition, the nonlinear
subspaces are orthogonalized to each other in high dimensional feature space, increasing the
robustness of the method. (c) The similarities between the input nonlinear subspace and ref-
erence nonlinear subspaces are calculated using canonical angles. Then, the class assigned to
the set of input images is the class with the highest structural similarity.

The K2D-PCA generalizes 2D-PCA by first mapping the data nonlinearly into a higher di-
mensional dot product space F . Therefore, given a set of samples xi, with i = {1, . . . , N},
let xi = (x1

i , . . . ,x
S
i )
T

to be S × U matrix, where xji , with j = {1, . . . , S} is the j row of

i−th sample. Suppose that φ is an implicit nonlinear mapping which maps the xji ∈ RN into
a higher or even infinite dimensional Hilbert space:

φ : RN → F

xji → φ(xji ) , (3.5)

where φ is a nonlinear function and F has very large dimensionality. The implicit feature
vector φ does not need to be computed explicitly, which can just be obtained by computing
the dot product of two vectors in F . The dot product can be calculated through a kernel
function:

KF 〈xi,xj〉 = 〈φ(xi) · φ(xj)〉 , (3.6)
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and the φ−mapping sample is defined as follows:

φ(xi) = (φ(x1
i ), . . . , φ(xsi ))

>
, (3.7)

where i = {1, . . . , N}. The aim of Kernel 2D-PCA is to perform the 2D-PCA in the feature
space F , and the image covariance matrix is defined as:

Sφ =
1

N

N∑
i=1

φ(xi)
>φ(xi) =

1

N

S∑
j=1

N∑
i=1

φ(xji )φ(xji )
> (3.8)

so the feature vectors B corresponding to the feature values b 6= 0 are obtained as:

SφB = bB . (3.9)

Again, we solve Eq. (3.9) and extract the nonlinear principal components based on
the method proposed in [57]. All solutions B with b 6= 0 lie in the span of
φ(x1

1), . . . , φ(x1
N ), φ(x2

1), . . . , φ(xSN ), and the coefficients are denoted as δji i = {1, . . . , N} and
j = {1, . . . , S}, so B can be rewritten as follows:

B =
S∑
j=1

N∑
i=1

δjiφ(xji ) (3.10)

then Eq. (3.9) is the same as the following equation:

〈SφB · φ(xji )〉 = b〈B · φ(xji )〉 (3.11)

Combining equations (3.10) and (3.11), we achieve the following kernel matrix:

K = (φ(x1
1), . . . , φ(x1

N ), φ(x2
1), . . . , φ(xSN ))

>

×(φ(x1
1), . . . , φ(x1

N ), φ(x2
1), . . . , φ(xSN ))

(3.12)

Let b1 ≥, . . . , bSN to be the eigenvalues of K, and the corresponding eigenvectors are
δ(1), . . . , δ(SN). From Eq. (3.6), the eigenvector Bm corresponding to bm is normalized as:

〈Bm,Bm〉 = bm〈δ(m), δ(m)〉 = 1 . (3.13)

We need to calculate the dot product 〈φ(xi) · φ(xj)〉 between the function values in order to
perform the 2D-PCA in the nonlinear mapped patterns. At this point, we need to choose a
form for the kernel function 〈φ(xi) ·φ(xj)〉 = KF . In our proposed method, we use a Gaussian
kernel, since this kernel is indicated for the images sets, according to the literature [33]:

k(xi,xj) = exp

(
−‖xi − xj‖2

2σ2

)
, (3.14)

where the value of σ is determined by experimentation. The function φ with the above kernel
function maps an input pattern onto an infinite feature space F . It is worth remarking that a
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linear subspace generated by this kernel approach can be regarded as a nonlinear subspace in
the input space I [33].

3.2.3 Generating nonlinear subspaces via Kernel color-PCA

It is worth mentioning that, to use the subspaces generated by K2D-PCA, Kernel E2D-PCA
and Kernel color-PCA, the covariance matrix G2D (see Eq. (3.1)) is not centered, different from
the covariance matrix handled by 2D-PCA, E2D-PCA and color-PCA. This subtle difference
produces vastly distinctive subspaces, and it should be noted that for our purpose here, the
class-specific subspaces are derived without data centering (i.e., the feature vectors do not have
their mean subtracted).

Therefore, the covariance matrix of color-PCA, without data centering, is:

C′H =
1

M

M∑
i=1

(Ai)
>(Ai), (3.15)

C′V =
1

M

M∑
i=1

(Ai)(Ai)
>, (3.16)

where C′H and C′V stand for the correlation matrices when the images of ARGB =
{ARGB

i }Mi=1 = {AR
i ‖AG

i ‖AB
i }Mi=1 are concatenated horizontally and vertically, respectively

without data centering. Accordingly, we achieve the Kernel formulation of color-PCA:

Sφc =
1

M

M∑
i=1

φ(Ai)
>φ(Ai)

=
1

M

s∑
j=1

M∑
i=1

φ(Aj
i )φ(Aj

i )
> (3.17)

so the feature vectors B corresponding to the feature values bc 6= 0 are obtained as:

SφcB = bcB . (3.18)

Again, we solve Eq. (3.18) and extract the nonlinear principal components based on the method
in [57]. Following the K2D-PCA formulation, we achieve the Kernel version of color-PCA. The
same approach can be employed to produce the Kernel E2D-PCA.

After creating the nonlinear subspaces, the process flow of the proposed K2DS, KE2DS and
c-K2DS is similar. First, the dimension of the subspaces should be selected in order to achieve
a high compactness ratio of the subspaces. Then, the nonlinear subspaces are orthogonalized
by Fukunaga-Koontz Transformation [34]. Finally, the structural similarity between the non-
linear subspaces is measured by employing the canonical angles, as described in the following
subsections.

3.2.4 Selecting the Basis Vector of each Subspace

The basis vectors generated by 2D-PCA, E2D-PCA and color-PCA represent a set of images
in a compact manner. The compactness ratio of this transformation can be obtained by the
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following criteria:

µ(Ki) ≤
∑Ki

j=1(λj)∑M
j=1(λj)

, (3.19)

where Ki is the number of the selected basis vectors in order to generate a Pi subspace and λj
corresponds to the j−th eigenvalue of the covariance matrix. Clearly, we would like to obtain
Ki as small as possible in order to achieve a minimum number of orthonormal basis vectors.
However, µ(Ki) should be determined in a way that best represents each set of images and
also satisfying our applications requirements. Therefore, we should select µ(Ki) to meet the
trade-off of compactness ratio and representativity of the subspace Pi. For instance, we could
ensure that we account for a minimum percentage of the total variance, say 98%, by adopting
µ(Ki) ≥ 0.98. Otherwise, we could remove all basis vectors whose eigenvalues account for
less than 20% of the total variance. Until now, there is no precise solution to determine the
minimum number of basis vector which best represents a set of images [35].

3.2.5 Orthogonalizing Subspaces

We will now explain the procedure to determine the orthogonalization matrix O in order
to orthogonalize the C classes M−dimensional subspaces with the orthogonal basis vectors
{φi}Mi=1. This orthogonalization procedure enhances the difference between the class subspaces,
increasing the recognition rate of the framework.

Let the projection matrix corresponding to the projection onto the class i subspace Pi,

Pi =
M∑
i=1

φjφ
>
j , (3.20)

where φj is the j−th orthogonal basis vector of Pi. Next, the total projection matrix is defined
as:

G =
R∑
i=1

Pi . (3.21)

By applying singular value decomposition on the total projection matrix G, we obtain the
V ×N whitening matrix O, defined by the following equation:

O = Λ−1/2D> , (3.22)

where V has dimension R ×M , (restricted to V = N , if V > N), D is the N × V matrix
whose i−th column vector is the eigenvector of the matrix G corresponding to the i−th highest
eigenvalue, and Λ is the V ×V diagonal matrix with the i−th highest eigenvalue of the matrix
G as the i−th diagonal component. After the whitening process, the resulting basis vectors
are no longer orthogonal, therefore, each transformed basis vectors should be orthogonalized
by Gram-Schmidt orthogonalization.
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3.2.6 Similarity-based Canonical Angles

After obtaining a set of basis vectors which best approximates each subspace to its corre-
sponding set of images, we can compute the similarity between the subspaces. This procedure
is achieved by applying subspace similarity or principal angles [58]. Canonical angles were
successfully applied in computer vision-based applications [32] such as fingerspelling recogni-
tion [37], face recognition [59] and object recognition [60]. In our framework, canonical angles
are used as distance measure between two sets of images, given that each set was previously
approximated by a subspace.

Similar to KOMSM, if the distance between two subspaces is small enough, then we consider
these subspaces similar to each other. In practical terms, let Φ = {φ1, φ2, . . . , φK} and Ψ =
{ψ1, ψ2, . . . , ψK} span two K−dimensional subspaces and:

SΦ,Ψ = {0 ≤ θ1 ≤ θ2 ≤ . . . ≤ θn ≤ π/2} , (3.23)

represents the set of angles between Φ and Ψ. A practical approach to determine SΦ,Ψ is by
calculating Λ = {λ1, λ2, . . . , λK} singular values of ΦTΨ. The canonical angles can be obtained
by:

θi = {cos−1(λ1), cos−1(λ2), . . . , cos−1(λK)} , (3.24)

and the structural similarity between Φ and Ψ can be calculated as follows:

S(Φ,Ψ)K =
1

K

K∑
i=1

cos2(θi) . (3.25)

the structural similarities between subspaces are more robust to noise, such as illumination
variations and point-of-view.

From the aforementioned improvements, we expect that the proposed methods K2DS, KE2DS
and c-K2DS will reduce the computational complexity of KOMSM, achieving a faster process-
ing time. In addition, c-K2DS enables KOMSM to maintain RGB information as a third-order
tensor, enhancing the recognition rate as more discriminate features can be retained from the
set of images. These assumptions will be verified experimentally in the next section.

3.3 Proposed Two Dimensional Generalized Subspace

3.3.1 Generating Subspaces by 2D-PCA

The original gMSM exploits the fact that a set of images lies in a cluster, which can be effi-
ciently represented by a set of orthonormal basis vectors [1]. This approach is also applied by
eigenspace [61]; however, in contrast to eigenspace, gMSM constructs a subspace for each dif-
ferent set of images, instead of just one. Our proposed method utilizes the following correlation
matrix:

G2D =
1

M

M∑
i=1

(Yi)
>(Yi) . (3.26)
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Figure 3.2: (a) The concept of MSM, where the subspace dimensions of Pi and Qi are empir-
ically obtained. (b) The proposed 2D-gMSM, where soft weighting evaluates the importance
of each eigenvector. Therefore, 2D-gMSM employs all the basis vectors produced by 2D-PCA.
Also, the basis vectors produced by 2D-PCA and its variants are more compact, improving
the processing time.

It should be noted that, as it is done in the previous methods, the covariance matrix employed
by 2D-gMSM is not centered. Here, we investigate the behavior of the proposed framework
by replacing the covariance matrix in accordance with 2D-PCA and its variants, creating a
2D-gMSM version for each 2D-PCA variant.

3.3.2 Computing the Soft Weights of each Subspace

The basis vectors generated by 2D-PCA and its variants represent a set of images in a compact
manner. In gMSM, all the eigenvectors are employed to represent a subspace. However, each
eigenvector has its own weight, which is computed as follows; let Λ2D = diag(λ) be the
eigenvalues of matrix G2D in descending order, the design of the soft weights is performed
according to these eigenvalues. Let Ω = diag(w) be a diagonal matrix of soft weights:

ω = wM (λ) = min

[
λ

λM
, 1

]
, (3.27)

where wM is the M−th eigenvalue in λ. This soft weighting evaluates the importance of each
eigenvector as a basis in the subspace by the variance relative to λM . The M first values of
the diagonal matrix Ω will be unity and the remainder will be proportionally decreasing with
the M−th eigenvalue.

3.3.3 Computational Advantage

The main difference of 2D-gMSM from traditional gMSM is that 2D-gMSM does not require
transforming image matrices into vectors. Thus, it reduces the computational complexity of
constructing the subspaces and reduces the computation time of the matching. All these aspects
make the proposed algorithm superior to gMSM, in terms of computational time. Besides,
the process of extracting the basis vector of each 2D-PCA variant determines its processing
time and the dominant complexity of each algorithm. In 2D-PCA and variants, their time
requirements and the computational complexity are similar. However, excepting from color-
PCA and E2D-PCA, all are smaller than PCA.

The components for constructing gMSM and 2D-gMSM are similar. In order to clarify, we
adopt the computational advantage of 2D-gMSM over gMSM, since calculating the covariance
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matrix of 2D-PCA, A2D-PCA, and C2D-PCA, hold the same computational complexity [51].
However, Color-PCA requires more computational resource, since Color-PCA works on the
RGB channels.

In order to show the computational advantage of 2D-gMSM over gMSM, let us follow the
steps to extract both gMSM and 2D-gMSM basis vectors from the set of M images Y =
{Y1,Y2, . . . ,YM}. In gMSM, each Yi image is previously reshaped to D−dimensional vectors,
where D = H × W . Then, let us denote GgMSM and G2D−gMSM as covariance matrices
employed by gMSM and 2D-gMSM respectively.

In this scenario, it is required 2(D×D×M) flops (taking into account float point multiplications
and additions) to compute both GgMSM and G2D−gMSM covariance matrices (see Eq. (3.26)).
From the above, we obtain that the size of GgMSM and G2D−gMSM are respectively D ×D
and H ×H. The next step is the eigen-decomposition of GgMSM and G2D−gMSM . The com-
putational complexity of eigen-decomposing an N ×N matrix is O(N3). Therefore, extracting
the basis vectors from G2D−gMSM is computationally more efficient than in GgMSM , since
G2D−gMSM is much smaller than GgMSM , as well as the matching times.

The relationship between 2D-PCA and PCA is that the scatter matrix of 2D-PCA is con-
structed by sum of all scatter matrices of different column indices in the main diagonal of
PCA [49]. Therefore, using 2D-PCA instead of PCA may lead to loss of discriminative infor-
mation that could improve the accuracy of 2D-gMSM. This problem is addressed by E2D-PCA,
where a radius of Z diagonals around the main diagonal of PCA is employed to construct the
E2D-PCA scatter matrix. The parameter Z connects PCA and 2D-PCA, controlling the trade-
offs between the basis vectors dimension and the recognition accuracy. Thus, E2D-PCA has a
computational complexity ranging between the complexity of 2D-PCA and the complexity of
conventional PCA.

Experiments were conducted to identify the best version of each method proposed here, as well
as to compare the proposed methods to baselines. Several different real datasets are used in
our experiments, which are detailed in the next section.

3.4 Experimental Results on Employing K2DS, 2D-gMSM and
Variants

We conducted image set matching experiments on 7 datasets: ALOI [43], RGB-D [44] for the
object recognition task, Honda/UCSD [45], YouTube Celebrities (YTC) [46], PubFig83 [47]
and CMU-MoBo (CMU MoBo gait database) [62] for the face recognition and ASL Finger
Spelling dataset [63].

3.4.1 Dataset Configuration

For the object recognition task, we have employed ALOI dataset. ALOI is a large image
database of general objects where illumination angle, illumination color and viewing angle,
were systematically varied in order to produce about 110 images for each object. In this
experiment, we used the first 500 object instances of the database. All images were segmented
from the background (employing the annotated dataset) and we classify an input set of images
to one of the 500 objects available in a 10−fold cross validation scheme.

The ASL Finger Spelling Dataset [63] is a RGB-D dataset, which contains 500 samples for each
of 24 signs (excluding letters j and z because they involve motion), recorded from 5 different
persons, amounting to a total of 60, 000 samples. Each sample has a RGB image and a depth
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image (acquired using a Microsoft Kinect device). In our experiments, we have used the depth
image to crop the RGB images in order to decrease the background effect on the classification.
This is a challenging dataset due to its variety of background, size and viewing angles.

We also employed RGB-D dataset, which consists of color and depth videos sequences of
300 objects containing 51 categories. The video sequences were taken from three different
viewpoints. In our experiments, we subsample each sequence by taking every fifth frame,
resulting in 41, 877 color and depth images. The objects in the dataset are already segmented
from the background. We classify an input set of images in a 10−fold cross validation scheme.

In the Honda/UCSD dataset, we consider their first subset, which consists of 59 videos of
20 subjects. In each video, the subject moves his face in an arbitrary sequence of 2-D and
3-D rotations while changing facial expression and speed; illumination conditions also vary
significantly. Each video consists of about 300-500 frames and each subject has at least two
videos. The face images were cropped (using a Viola-Jones face detector), and we classify an
input set of images in a 10−fold cross-validation scheme by randomly selecting one sequence
for each subject for training and using the rest for testing, as in [55].

The CMU-MoBo (CMU MoBo gait database) [62] was originally created for human body pose
classification. The dataset consists of 96 motion sequences of 24 people walking on a treadmill.
There are 4 video sequences for each subject (with pose variation) collected in four walking
patterns, respectively. The classes are slow walk, fast walk, walking while carrying a ball, and
walking on an inclined surface. Face image in each frame in the videos of Honda/UCSD and
Mobo datasets was first automatically detected by the face detector method proposed in [64]
and then resized to a 40 × 40 intensity image. Histogram equalization was used to alleviate
illumination effect.

For the face recognition task, we also employed YTC dataset, which contains 1910 video clips
of 47 celebrities, mostly actors and politicians, collected from YouTube under unconstrained
conditions. Each video clip contains frames varying from 7 to 400. There are large variations
of pose, illumination, and expression on face videos. In addition, the quality of face videos is
very poor because most videos have high compression rate. This database is more challenging
comparing to Honda/UCSD as the videos exhibit very large variations in face pose, illumi-
nation, expression, and other conditions. The face images were evaluated in a 10−fold cross
validation scheme.

PubFig83 dataset contains 8300 cropped face images of 100 × 100 pixels, with 100 images of
each of 83 subjects. There are large variations of pose, illumination, expression on face images
because these images were captured in unconstrained environments from Google images and
FlickR. We also employ a 10−fold cross validation scheme.

3.4.2 Evaluating Kernel Two Dimensional Subspace

We analyzed the computational time and the classification rate of the proposed method with
Discriminant Canonical Correlation (DCC) [53], Manifold-Manifold Distance (MMD) [54],
Manifold Discriminant Analysis (MDA) [55], KOMSM [33] and Convex Hull Image Set Dis-
tance (CHISD) [56], which are widely employed for image set classification. For the test stage,
we computed the processing time of classifying one image set with all training image sets.

The methods which model an image set on a geometric surface make prior assumption about
the underlying surface on which the image set lies. For instance, DCC assumes that an image
set lies on a linear surface and represents the image set as a linear subspace. Methods including
MMD, MDA and KOMSM represent an image set on a non-linear manifold, whereas CHISD
uses the convex hull of the images to represent an image set. Although these methods have
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shown to produce promising performances, they are computationally expensive.

The performances reported in this thesis were measured on a Unix-like PC equipped with a
Core i7 2.2GHz quad core with 8 GB RAM under Matlab. For the experiments, we resized all
the images to 40× 40 pixels and, except for c-K2DS, which can handle RGB data [50], all the
other methods employed gray-scale images.

Table 3.1 lists the performances of K2DS (and variants) and the comparing methods, in terms of
processing times (in seconds) and classification rate (%). We can observe that the classification
time of K2DS is about 4 times faster than the learning time and matching time of KOMSM,
revealing that the computational cost to obtain the subspaces from K2D-PCA employed by
K2DS (and variants) is more efficient than the computational cost to obtain the subspaces from
K-PCA employed by KOMSM. Hence, regarding processing times, KE2DS is more efficient
than KOMSM. However, by replacing KPCA by K2D-PCA, some discriminative features may
be lost according to each method’s compactness type, decreasing its classification rate.

We can note that c-K2DS achieved a competitive recognition rate compared to the other
methods. This is an expected result since c-K2DS can efficiently handle color information;
there are more discriminant features available. Hence, the processing time of c-K2DS is higher
compared to K2DS and KE2DS, due to its larger covariance matrix. KE2DS has shown an
interesting result since its recognition rate is comparable to KOMSM and its processing time is
more efficient. KE2DS presents this behavior due to the dynamic construction of its covariance
matrix, which leads to computational cost varying from the computational cost of KOMSM and
K2DS. In our experiments, the number of features employed by E2D-PCA [49] (the trade-off
between the subspace dimension and the classification rate) was set by experiments.

MDA and CHISD exhibited the highest classification rates (c-K2DS still exhibits compara-
ble accuracy) on Honda/UCSD and CMU MoBo datasets. MDA learns a linear discriminant
function, maximizing the between-class manifolds separability, and achieving high classifica-
tion rates on image face datasets. CHISD reduces the influence of outliers by applying robust
methods to remove samples that do not fit the model. On the other hand, the proposed meth-
ods do not apply robust techniques, only making use of the eigenvalues (variance) to determine
the importance of each basis vector.

3.4.3 Evaluating Two Dimensional Generalized Subspace

Table 3.2 lists the performances of 2D-gMSM (and variants) and gMSM in terms of the pro-
cessing times (in seconds) and classification rate (%). We can observe that the classification
time of 2D-gMSM (and most of its variants) is about 4 times faster than the learning time
and matching time of gMSM, revealing that the computational cost to obtain the subspaces
from the covariance matrix employed by 2D-gMSM (and variants) is more efficient than the
covariance matrix employed by gMSM.

The scatter matrix of 2D-gMSM is formulated by sum of all scatter matrices of different
column indices in the main diagonal of PCA. Hence, the processing times of 2D-gMSM and
A2D-gMSM are very fast, comparing to gMSM because the number of features employed by
these methods are less than the number of features employed by gMSM. However, by replacing
PCA by 2D-PCA and its variants, some discriminative features may be lost according to the
compactness type of each method, decreasing its classification rate.

We can note that Color-gMSM achieved the highest recognition rate compared to the other
methods. Again, this is an expected result, since Color-gMSM can efficiently handle color
information, which may provide more discriminant features. Hence, the processing time of
Color-gMSM is higher compared to 2D-gMSM and E2D-gMSM, due to its larger covariance



3.4 Experimental Results on Employing K2DS, 2D-gMSM and Variants 49

Table 3.1: Processing time (seconds) and the average classification rates.

DCC [53] MMD [54] MDA [55] CHISD [56] KOMSM [33] K2DS KE2DS c-K2DS

ALOI [43]

Train 93.9 - 117.1 - 87.2 19.4 57.1 109.5

Test 2.3 3.9 4.1 7.8 1,9 0.3 1,1 5.7

Class. Rate 90.1±3.7 85.8±3.9 90.2±3.8 79.1±4.2 92.3±2.6 78.1±3.4 92.1±2.8 92.5±2.3

ASL Finger Spelling [63]

Train 74.3 - 86.9 - 63.7 19.7 45.8 79.6

Test 2.1 4.2 3.7 5.3 1.7 0.3 1.1 5.8

Class. Rate 75.8±2.1 71.6±1.9 74.3±1.7 73.5±2.1 77.4±1.3 64.2±3.2 77.1±1.5 78.9±1.3

RGB-D [44]

Train 102.9 - 132.8 - 79.3 15.4 53.1 97.3

Test 2.7 4.1 5.3 10.4 2.1 0.4 1.3 8.5

Class. Rate 89.7±2.4 88.4±2.6 89.7±2.5 85.2±2.1 91.7±2.5 81.8±3.1 91.5±2.5 92.4±2.2

UCSD/Honda [45]

Train 58.1 - 83.9 - 49.5 13.3 42 67.2

Test 1.6 4.3 2.9 12.5 1.6 0.3 0.9 4.7

Class. Rate 92.8±2.3 92.6±2.1 94.5±3.1 93.2±2,1 92.5±2,1 79.7±2,7 92.5±2,1 94.1±2.3

CMU MoBo [62]

Train 78.1 181.9 283.5 266.7 69.8 16.3 53.7 103.2

Test 8.7 19.1 31.4 29.6 7.2 0.9 5.3 19.5

Class. Rate 93.6±1.7 93.1±1.6 95.9±1.9 96.5±1.1 93.5±1.8 81.3±2.7 96.3±1.1 96.3±1.7

matrix. Although Color-gMSM has a higher computational cost, compared to other versions
of 2D-gMSM, Color-gMSM is still much faster than gMSM.

E2D-gMSM has shown an interesting result, since its recognition rate is comparable to gMSM
and its processing time is more efficient. This behavior is due to the dynamic construction of
its covariance matrix, whose size varies from the size of 2D-PCA and PCA. In our experiments,
the parameter r (the trade-offs between the subspace dimension and the classification rate)
was also set by experiments.

MDA and CHISD exhibited the higher classification rates (except from Color-gMSM) on YTC
datasets. This result is due to the fact that MDA learns a linear discriminant function, max-
imizing the between-class manifolds separability, and achieving high classification rates on
image face datasets. CHISD reduces the influence of outliers by applying robust methods to
remove samples that do not fit the model. On the other hand, gMSM and the proposed meth-
ods do not apply robust techniques, only making use of the eigenvalues (variance) to determine
the importance of each eigenvector. In addition, gMSM and E2D-gMSM achieved reasonably
competitive recognition rate on Honda/UCSD and Pub-Fig83 datasets. These methods are,
therefore, robust enough to handle high variations on illumination conditions, camera angle
and unconstrained backgrounds, inherent in such datasets.

It should be noted that many of the current methods, as well as gMSM and the proposed
methods, do not require training. Our proposed methods do not perform training and can
adapt to newly added and previously unseen data (e.g., when a new image set is included).

A limitation is that these methods cannot cope with temporal information, as required in
gesture recognition applications for data representation. To handle this kind of data, in this
chapter, we also propose the Orthogonal Hankel Subspace, especially using the Hankel matrix,
which is discussed in the next section.
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Table 3.2: Processing time (seconds) of different image set classification methods and the
average classification rates.

Dataset ALOI RGB-D Honda/UCSD YTC PubFig83

Method Train Test Class. Rate Train Test Class. Rate Train Test Class. Rate Train Test Class. Rate Train Test Class. Rate

DCC [53] 93.9 2.3 90.1 ± 3.7 102.9 2.7 89.7 ± 2.4 58.1 1.6 92.8 ± 2.3 91.9 5.1 65.8 ± 4.5 24.5 1.6 45.5 ± 1.5

MMD [54] – 3.9 85.8 ± 3.9 – 4.1 88.4 ± 2.6 – 4.3 92.6 ± 2.1 – 8.3 67.7 ± 3.8 – 2.9 46.3 ± 1.5

MDA [55] 117.1 4.1 90.2 ± 3.8 132.8 5.3 89.7 ± 2.5 83.9 2.9 94.5 ± 3.1 145.2 10.2 68.1 ± 4.3 67.1 2.5 48.6 ± 1.6

CHISD [56] – 7.8 79.1 ± 4.2 – 10.4 85.2 ± 2.1 – 12.5 93.2 ± 2,1 – 27.2 67.4 ± 4.7 – 11.9 64.8 ± 2.1

gMSM [35] – 3.5 91.2 ± 2.5 – 3.7 91.4 ± 1.9 – 5.6 94.1 ± 3.4 – 7.2 67.1 ± 4.8 – 5.3 64.7 ± 1.7

2D-gMSM – 0.9 86.6 ± 3.1 – 0.9 87.8 ± 2.1 – 0.9 89.7 ± 4.1 – 1.6 62.8 ± 5.1 – 0.9 60.4 ± 3.5

A2D-gMSM – 0.9 86.5 ± 3.1 – 0.9 87.6 ± 2.3 – 0.9 88.9 ± 4.3 – 1.6 62.4 ± 4.3 – 0.9 60.2 ± 3.6

E2D-gMSM – 1.6 91.2 ± 2.9 – 1.1 91.3 ± 2.2 – 1.3 93.9 ± 3.7 – 2.9 66.8 ± 4.9 – 1.3 64.5 ± 1.9

Color-gMSM – 2.1 91.4 ± 2.7 – 1.9 91.7 ± 1.7 – 1.9 94.3 ± 2.1 – 4.0 67.3 ± 3.9 – 1.6 65.1 ± 1.5

C2D-gMSM – 1.1 87.7 ± 3.4 – 1.1 88.1 ± 2.1 – 1.3 90.1 ± 3.9 – 2.1 63.3 ± 4.9 – 1.3 62.7 ± 2.9

3.5 Related Work on Gesture Recognition

In this section, we present relevant work on Hankel matrices for image-set based pattern recog-
nition. This description is fundamental in order to clarify the differences and improvements
between the Hankel Subspace Method framework and the current methods.

A variant of subspace method was introduced in [65] called Generalized Difference Subspace
(GDS), where the pattern-sets are also represented as subspaces, however, the relationship
between the patterns are taken into consideration by employing the concept of generalized
difference between the subspaces. This algebraic formulation provides a novel discriminative
transformation, where the projected subspaces produce higher recognition results compared to
conventional subspace-based methods.

Despite its high recognition results [66, 67], GDS formulation, as the subspace-based methods
discussed and proposed in previous subsections, is not adequate for more advanced systems,
wherein temporal structures should be classified. For instance, when the order of the patterns
plays an important role in the classification system, GDS tends to decrease its performance,
as we demonstrate through experimental results in the next section.

Hankel matrices employed to preserve temporal information are novel. Several approaches have
been introduced in order to retain temporal information to represent activity [68], emotions [69]
and group activity recognition [70].

For activity recognition, the concept of Hankelets [68] has been proposed. In Hankelets, features
are extracted using a Bag of Features (BoF) approach to recognize activities across different
viewpoints. In this method, Hankelets produce a novel representation for activities, producing
viewpoint invariance. Additionally, temporal and spatial information are learned. The advan-
tages of this method include that Hankelets are straightforward to obtain and do not require
prior 3D models, camera calibration, persistent tracking, or spatial feature matching.

Hankel matrices have been employed to efficiently represent spatial and temporal information
in group activity recognition [70]. In [70], the problem of recognizing the interactions and
the group activity from wearable cameras, such as Google Glass, is investigated. The solution
arises from the combination of the temporally synchronized videos from different wearers, where
Hankel matrices and movement pattern histograms are employed for feature representation.
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The main concern about employing Hankel matrices to represent image sequences is that its
computational cost to extract the basis vectors efficiently is very high. To solve this issue, we
use a strategy to decrease the number of employed images from the images sequences. We
achieve this subset by using a clustering approach and, therefore, we can construct a more
compact Hankel matrix. We show by experiments that this compact representation achieves a
higher recognition rate when compared to the usual approach and it is computationally more
efficient.

The topic of selecting and weighting the basis vectors of a subspace has already been investi-
gated in the literature. For instance, in [71], the criterium of accumulated energy are employed
to select the basis vectors that will represent an image-set. It is well known that the eigen-
vectors associated with the higher eigenvalues preserve most of the energy in an image-set.
Therefore, selecting the first eigenvectors corresponding to 90% of the accumulated energy is
a straightforward strategy that may achieve good results, without delving in a brute force
parameter search.

Weighting the basis vectors of the subspace is another alternative to optimize the use of the
eigenvectors. For instance, in [72], a weighed strategy is adopted to accomplish an efficient
framework for face reconstruction and classification. In this work, it is observed that not
all combinations of the basis vectors form a meaningful face, therefore, certain restrictions
should be adopted. The weighting strategy ensures that the similarity between two subspaces
is obtained at points that actually correspond to faces of the respective classes.

Our Orthogonal Hankel Subspace method is discussed in the next section.

3.6 Proposed Orthogonal Hankel Subspace

In this section, first we describe the problem of gesture recognition from image sets. Next,
we explain the applications of Hankel matrix ordered image set representation. After that,
we introduce the procedure for creating Hankel subspaces. Then we show the procedure to
select the samples in order to improve the processing time to extract the basis vectors of
a given Hankel matrix. We introduce the dynamic soft weights and its advantages over the
conventional method. Finally, we describe the procedure to match two Hankel subspaces to
compute its similarity. Figure 3.3 shows the conceptual diagram of the proposed method.

Although controlling machines employing gesture recognition is useful, it includes many diffi-
culties; for instance, the distribution of a gesture largely varies depending on viewpoints due
to its multiple joint structures. Further, recognition and estimation of the gestures are compli-
cated because masked or occluded regions are often produced, requiring a robust framework. In
addition, camera position, illumination conditions and pose may also increase the overall appli-
cation complexity. In order to solve these problems, several methods have been introduced for
gesture recognition including Discriminative Canonical Correlation Analysis (DCC) [73, 74],
Hidden Markov Models (HMM) [75], orientation histograms [76], color based-models [77], Dy-
namic Time Warping (DTW) [78], silhouette geometry-based models [79] and LBP (Local
Binary Pattern) [80]. However, preprocessing may increase the framework complexity, restrict-
ing its applications when the hardware is limited.

Moreover, there are applications that use external hardware to improve the recognition per-
formance. In [81], KinectTM sensor measures depth information in order to decrease the com-
plexity of segmenting the gesture joints, improving significantly the overall application per-
formance. Alternatively, there are constantly expanding options to utilize more sophisticated
devices, such as gloves with accelerometers [82] or Leap Motion ControllerTM [83]. Although
these methods have shown high performance, in our proposed method, we are interested in
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employing only machine learning techniques on raw images, without making use of external
hardware nor pre-processing techniques, as we understand that such devices may increase the
cost of the system both computationally and economically.

high-dimensional
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gesture set A Hankel matrix A
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Figure 3.3: Conceptual figure of our method. (a) An ordered subset of images representing a
gesture A is handled, where a selection criterion is employed to reduce the number of images.
(b) Then, the Hankel matrix HA is created from the set of the selected images. (c) After that,
we extract the basis vectors from the Hankel matrix HA to produce the subspace P and its soft
weights. Then, we orthogonalize the subspace to achieve a subspace P′. (d) The soft weights
are employed to achieve the structural similarity between P′ and a reference subspace Q′.

3.6.1 Problem Formulation

Given a set of gesture images, which are given by A = {Ai}Mi=1, where Ai is an image. Then,
we define that A is ordered, so A1 � A2 � A3 � . . . � AM . We assume that there is
a linear mapping that represents A set in terms of its variance, preserving its spatial and
temporal information. This linear transformation is in such way that the M gesture images
are converted into K−dimensional orthonormal vectors ordered by its accumulated energy.
This new representation, ΦA = {φi}Ki=1, provides a more compact manner to represent set A
and its computational classification cost is reduced. The ΦA set spans a reference subspace
PA. In literature, K � M , where discriminative information may be lost. In our proposed
method, K = M , as all the obtained basis vectors will be employed to create a subspace and
a weight will be assigned to each basis vectors φi regarding its variance. Finally, for a given
gesture image set Y = {Yi}Ni=1, where Y1 � Y2 � Y3 � . . . � YN , the task is to compute a
subspace QY that represents Y in terms of its variance, preserving its spatial and temporal
information and calculate how similar QY and PA are.

3.6.2 Hankel Matrix-based Gesture Representation

A gesture that is handled as a time series of vectors can be regarded as the output of a Linear
Time Invariant (LTI) system of unknown parameters [84]. It is well known [85] that, given a
sequence of output measurements A = {Ai}Mi=1, its associated truncated block-Hankel matrix
is:

H̃A =



A1, A2, A3, . . . , Am+1

A2, A3, A4, . . . , Am+2

...
...

...
. . .

...

An−1, An, An+1, . . . , AM


, (3.28)
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where n is the maximal order of the system, M is the temporal length of the sequence, and it
holds that M = n+m− 1. Finally, the Hankel matrix can be normalized as follows:

HA =
H̃A√

||H̃A H̃>A||F
. (3.29)

3.6.3 Creating Hankel Subspaces

In order to represent an ordered image set A = {Ai}Mi=1 in terms of subspace and preserve
spatial and temporal information, we introduce the concept of Hankel subspace for gesture
recognition. Subspace-based methods exploit the fact that a set of images lies in a cluster,
which can be efficiently represented by a set of orthonormal basis vectors [1]. Our assumption
is that the same formulation can be regarded for Hankel subspaces and, therefore we can
achieve a novel representation for gesture-based image recognition.

Therefore, given a normalized Hankel matrix HA from the ordered image set A = {Ai}Mi=1,
we can compute an auto-correlation Hankel matrix as:

CA = HAH>A (3.30)

when CA ∈ RK×K , its eigendecomposition generates a set of eigenvectors ΦA = {φi}Ki=1 that
spans a subspace PA.

3.6.4 Selecting Samples

When creating a Hankel matrix, the number of images contained in a set and its dimension
are crucial factors in terms of computational resources. In order to alleviate this issue, we
introduce two approaches based on sample selection.

Random sample selection: In this approach, we randomly select images from the set, pre-
serving its original order. We adopt this temporal sampling scheme in the image sequence
since close images in time hardly change their appearance, containing high level of redundant
information to identify the gesture that is being performed. This strategy also allows us to
deal with sample reduction with a straightforward implementation.

Clustering selection: The second approach employs a clustering strategy, where the centroids
obtained by k−means clustering are employed to represent the set, decreasing its number of
images. The use of k−means clustering was previously employed for kernel dimensionality
reduction in [86]. The advantage of using clustering is that the k centroids of the clusters will
represent most of the relevant gesture information for discrimination, eliminating redundant
images, achieving a good accuracy with low computational cost.

3.6.5 Computing the Soft Weights

In gMSM, all the eigenvectors are employed to represent a subspace. However, each eigenvector
has its own weight, whose procedure is found in Section 3.3.2. In gMSM, each class subspace
Pi uses the same parameter M . In general, this value is set from 1 to 4 in order to evaluate
the importance of the eigenvectors in each subspace.

In contrast to gMSM, in HMS we employ an automatic approach to set the value of M . We
adopt a heuristic based on the interpretation that eigenvectors corresponding to the eigenvalues
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larger than the average eigenvalues have high representative information. Let us denote λi as
the i−th eigenvalue corresponding to the i−th eigenvector. The average eigenvalue µA is:

µA =
1

k

k∑
i=1

λi . (3.31)

Next, let us consider that λj is the smallest eigenvalue corresponding to the j−th eigenvector
that satisfies λj ≤ µA. Then, we set M = j. As in gMSM, these weights are unitary and the
remainder eigenvectors will be proportionally decreased. This approach has several advantages.
First, the computational cost required to set the M parameter is largely reduced, as we do not
have to set M by parameter tuning. Second, each class subspace Pi will achieve a different set
of weights Ωi, regarding the spread of energy over the eigenvectors.

3.6.6 Orthogonalizing Hankel Subspaces and Matching

We will now explain the procedure to determine the orthogonalization matrix W in order
to orthogonalize the C classes M−dimensional subspaces with the orthogonal basis vectors
{ei}Mi=1. This orthogonalization procedure enhances the difference between the Hankel sub-
spaces of different classes, increasing the recognition rate of the framework.

Let the projection matrix corresponding to the projection onto the class i subspace Pi,

Pi =
M∑
i=1

eje
>
j , (3.32)

where ej is the j-th orthogonal basis vector of Pi. Next, the total projection matrix is defined
as:

G =
r∑
i=1

Pi . (3.33)

By applying singular value decomposition on the total projection matrix G, we obtain the
V ×N whitening matrix W, defined by the following equation:

W = Λ−1/2 D> , (3.34)

where V has dimension R ×M , (restricted to V = N , if V > N), D is the N × V matrix
whose i−th column vector is the eigenvector of the matrix G corresponding to the i−th highest
eigenvalue, and Λ is the V ×V diagonal matrix with the i−th highest eigenvalue of the matrix
G as the i−th diagonal component.

After obtaining the Hankel subspaces and its weights, we can compute the similarity between
the subspaces. This procedure is achieved by applying canonical angles or principal angles [13].
Here, the procedure is the same as presented in Section 3.2.6, from Eq. (3.23) to Eq. (3.25). As
mentioned for previous methods, the structural similarities between Hankel subspaces are more
robust to noise, such as illumination variations and point-of-view in sets of gesture images.

3.7 Experimental Results on Gesture Recognition

In this section we show the experimental results of our proposed method. We employed Cam-
bridge gesture dataset [87] for general gestures classification and Human-Computer Interaction
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Figure 3.4: On the left: Sample images from the Cambridge Hand Gesture dataset. On the
right: Sample images from the Human-Computer Interaction dataset.

(HCI) dataset [80], which contains computer interface gestures. In our experiments, we em-
ployed leave-one-out cross-validation.

We also report results for Hankel Subspace Method and the following variants:

(1) HSM-I, where the feature selection is based on random sample selection.

(2) HSM-II, where the feature selection is based on the centroids of the k−means.

(3) OHSM-I, orthogonalized version of HSM-I.

(4) OHSM-II, orthogonalized version of HSM-II.

(5) gHSM, generalized version of HSM-II.

(6) gOHSM, generalized version of OHSM-II.

We compare HSM/OHSM and variants with several state-of-the-art subspace-based methods:
MSM [1], DCC [73], gMSM [35] and GDS [35]. Since HSM-I and OHSM-I depend on a random
selection and HSM-II and OHSM-II depend on the initial conditions of k−means clustering,
for these methods, we performed each experiment 20 times. We report the average of these
results.

The Cambridge gesture dataset: consists of 9 classes of gestures. In total, there are 900
video sequences which are partitioned into 5 different illumination subsets. We have reduced
the size of the video frame to 20× 20 pixels and then converted the images to grayscale. Each
class contains 100 image sequences with 5 different illuminations and 10 arbitrary motions
performed by 2 subjects.

Human-Computer Interaction (HCI) dataset: consists of both static and dynamic hand
gestures according to mouse functionalities: cursor, left click, right click, mouse activation,
and mouse deactivation. The dataset is divided into 2 sets, the first one has no information
regarding the temporal segmentation of the frames and the second is properly segmented. In our
experiments, we employed the second image set, where region of interest and label information
are available. This set contains 30 labeled video sequences, which are performed by 6 different
individuals, each video sequence contains in average 75 images. We have reduced the size of
the video frame to 20×20 pixels and then converted the images to grayscale. Figure 3.4 shows
sample images of Cambridge Hand Gesture and Human-Computer Interaction datasets.

Table 3.3 shows the results of the different evaluated methods for gesture recognition. Among
the methods that do not employ Hankel matrices, DCC and GDS exhibit high discriminative
power comparing to MSM and gMSM. This results from both DCC and GDS employing
discriminative spaces, where more informative features may be extracted. On the other hand,
MSM and gMSM rely only on affine subspaces, where no discriminative scheme is adopted.
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Table 3.3: Evaluated methods and its average accuracy.

Methods Cambridge [87] HCI [80]

MSM [1] 61.5%± 0.6 56.7%± 0.8

DCC [73] 82.0%± 0.3 77.3%± 0.4

gMSM [35] 75.5%± 0.5 66.1%± 0.7

GDS [65] 76.0%± 0.3 71.4%± 0.4

HSM-I (random) 77.6%± 0.4 74.1%± 0.6

HSM-II (k−means) 81.6%± 0.3 76.4%± 0.4

gHSM 84.9% ± 0.3 79.1%± 0.4

OHSM-I (random) 78.0%± 0.3 74.8%± 0.4

OHSM-II (k−means) 82.0%± 0.3 77.5%± 0.4

gOHSM 85.5% ± 0.3 79.7% ± 0.3

For OHSM and variants, we select k = M/2 images from each image set, achieving k = 50
images in Cambridge gesture dataset. In Human-Computer Interaction (HCI) dataset, the
number of selected samples varies, as the image sets do not have the same number of images.
In average, k = 37 images. For the random selection schema, we use the same number of
images as employed for the clustering sample selection.

HSM-I and OHSM-I achieved competitive accuracy, similar to DCC. This indicates that the
temporal information extracted by the Hankel representation is very powerful, even when
random samples are selected, the main concern here is that the selected samples should preserve
its temporal order. HSM-II and OHSM-II achieved higher accuracies than HSM-I and OHSM-I,
demonstrating that k−means clustering is more efficient than random sample selection. This
is an expected result, as selecting the centroids obtained by k−means is more likely to preserve
the structural information of the gesture manifold than random selection. gHSM and gOHSM
achieved the highest accuracy among the evaluated methods, indicating that the weighted
structural similarity between subspaces extracted from Hankel matrices is very efficient for
gesture recognition from image sets.

From the Table 3.3 we observe that all the methods presented a sharp drop in accuracy when
comparing the results of the Cambridge dataset and HCI dataset. This is a consequence of
the different background from each dataset. In Cambridge dataset, the gesture images where
collected in a controlled background, different from the HCI dataset, where the images were
recorded in an unconstrained background.

As final remark, we would like to emphasize that HSM and OHSM (and its variants) do not
employ any learning scheme, different from DCC and GDS, where a discriminant space is
employed in order enhance the discriminability among the gesture classes. This demonstrates
the effectiveness of employing Hankel subspace for gesture representation.



3.8 Final Remarks 57

3.8 Final Remarks

We showed that by employing our proposed frameworks, we could improve either object and
gesture recognition accuracy. Besides, we introduced the concept of nonlinear 2D-subspace,
which is based on Kernel 2D-PCA. By developing different variants of Kernel 2D-PCA, we
identified interesting characteristics when applying on KOMSM framework, such as the high-
speed processing achieved by Kernel 2D-PCA, the ability to handle RGB-D information ef-
ficiently (Kernel Color-PCA) and the adaptability of kernel E2D-PCA wherein is possible to
adjust its covariance matrix size, achieving comparable classification accuracy to state-of-the-
art classifiers and impressive processing time.

The next chapter is focused on exploiting the new concepts introduced in this chapter. We
employ subspace-based methods for training kernels for convolutional neural networks. The
first shallow network proposed in the next chapter, Fukunaga-Koontz network, is specially
designed to handle handwritten character classification problems.



Chapter 4

Fukunaga-Koontz convolutional
network with applications on
character classification

4.1 Introduction

Handwritten character classification plays an essential role in computer vision and pattern
recognition areas since it is fundamental in automatic letter recognition, industrial automa-
tion, human-computer interaction, and historical archive documents [88, 89, 90, 91, 92, 93].
Considering its importance, these applications require some characteristics, such as fast train-
ing and processing times. For instance, it is desirable that the model can be rapidly adjusted
when new training data are available. Concurrently, the model should preserve its performance.

Another challenge in handwritten character classification is related to the huge amount of data
required to train a useful model. For example, most public databases [94, 95] consist of sam-
ples ranging from 1000 to 1500 images per class, which is generally not enough to describe all
the variability of each class. In addition, in handwritten character classification, it is expected
that the characters are written legibly with smaller variations in their shape. However, this
assumption does not hold in practical scenarios where camera noise, background conditions
(especially illumination), writing speed, and rotations are involved during the character’s acqui-
sition process. Besides, different writing styles increase within-class variability and, as different
characters may share similar structures, a high correlation between these classes increases the
problem complexity [96, 97].

Deep learning-based approaches, specially those using deep Convolutional Neural Networks
(CNN), have been widely employed in problems involving handwritten character classification.
Learning through deep neural networks has received significant attention due to its improve-
ments over hand-crafted features [98]. The central concept of deep learning is that all relevant
information required to recognize image patterns are contained in hierarchical neural network
models.

Despite encouraging results, the fine-tuning of deep neural networks parameters is time-
consuming [99], even when using machines with GPU. To avoid this issue, many shallow
networks have been proposed based on Principal Component Analysis (PCA), Independent
Component Analysis (ICA), Canonical Correlation Analysis (CCA) and Discrete Cosine Trans-
form (DCT), where convolutional kernels are obtained from PCA, ICA or DCT basis vectors.
For instance, PCANet (PCA network) [2] employs a CNN architecture with no pooling layers,
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no activation functions and without using back-propagation to learn its weights. Although
only PCA or Linear Discriminant Analysis (LDA) basis vectors define the convolutional ker-
nels, these networks present competitive performance when compared to the state-of-the-art
results achieved in several image classification tasks.

These shallow networks assume that models generated using PCA or ICA can efficiently pro-
duce convolutional kernels in a convolutional network architecture. However, these models do
not provide discriminative features in more complicated computer vision problems, such as
handwritten character recognition. In this kind of application, image classes may frequently
contain complex structures and, due to the enormous variability in the handwritten shapes,
between-class variation increases considerably [100].

In order to cope with these problems, we propose a shallow network based on the Fukunaga-
Koontz Transform (FKT) [101] to generate discriminative features and handle complex distri-
butions. This transformation has been employed in the mutual orthogonal subspace method
for face and object recognition [33] in the context of image set representation and classification.
It is worth noting, however, that to the best of our knowledge, there is no method using FKT
in a shallow network approach.

FKT aims to decorrelate subspaces of different image classes. Given a dataset containing
several classes, the weighed eigenvectors of the sum of the auto-correlation matrices of all
classes decorrelates the distributions of these different classes. These weighed eigenvectors can
be adopted to orthogonalize these distributions, making this transformation a useful tool for
feature extraction. We employ FKT in a slightly different manner, since this transform is
mainly based on the sum of the auto-correlation matrices of all classes. Instead of creating the
transformation matrix from the sum of the auto-correlation matrices, we utilize the sum of the
projection matrices, which might produce more stable features, since the subspaces can have
their dimensions independently estimated.

Another reason for employing a subspace method is that, in practice and under certain circum-
stances, there exist no two identical image distributions [102, 103]. Accordingly, distributions
corresponding to different handwritten images generate unique clusters in high dimensional
vector space. The compression of these clusters leads to subspaces, where the variability of
these patterns is represented more compactly.

Therefore, instead of employing PCA or LDA to learn the convolutional kernels, we use the
subspace generated by FKT. By using the FKT decorrelation subspace, we build a shallow
network, FKNet, that minimizes the correlation between different handwritten image classes.
In FKNet, the training images are firstly compressed as subspaces to minimize their within-
class distance. Besides, the decorrelation subspace based on the compressed data is more
robust to outliers. Therefore, it is expected that such convolutional kernels can reveal more
discriminative information compared to PCANet and related shallow networks.

A limitation of PCANet and its variants is that their architectures do not exceed 2 convo-
lutional layers. In previously reported experimental results [2, 25], improving the number of
convolutional layers do not significantly improve the classification accuracy. This observation
may be a result of the unsupervised dimensionality reduction operated by PCA. Such a di-
mensionality reduction can discard discriminative structures, leading to a weakening of the
produced features. Here, we restrict the term shallow network employed in this chapter. Lit-
erature shows that this term has been frequently used to describe neural networks with no
more than 10 layers [104]. However, we restrict our analysis to neural networks equipped with
4 layers or less.

Concurrently, due to the lack of pooling layers, feature vectors created by PCANet-like shallow
networks grow exponentially as they propagate throughout the layers. The lack of a pooling
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method makes it impractical to use more than two layers without compromising computational
performance. For example, in a 2 layers network that supports 20× 20 input grayscale images,
where each layer is equipped with 4 convolutional kernels (with convolutional kernel size of
3 × 3), the convolution process will produce a 20 × 20 × 4 × 4 = 6400−dimensional feature
vector, if zero-padding is applied during the convolutional stage. However, If another layer
with just 4 convolutional kernels (with convolutional kernel size of 3× 3) is added, the size of
the feature vector will become 25600, making processing unfeasible.

To tackle this problem, pooling operation is used after two convolutional layers in the in-
troduced network. This mechanism reduces the dimensionality of the feature vectors, in-
creasing the shallow network number of layers without compromising computational perfor-
mance [105, 106]. Hence, our contributions are as follows:

1. A shallow network for handwritten character classification. Through the use of FKT, we
generate a discriminative subspace projection to enhance the discriminability across the
handwritten images classes.

2. An average pooling layer is introduced to increase the number of layers without increasing
the feature dimensionality, preserving a low computational cost as the number of layers
increase.

3. We propose a new type of convolutional kernel based on orthogonalization of subspaces.
We employ FKT to learn a discriminative subspace projection. We show that the basis
vectors of this subspace are useful as convolutional kernels, efficiently handling supervised
data, solving one of the limitations of PCANet.

This chapter proceeds as follows: Section 4.2 presents related work on shallow networks. Then,
in Section 4.3, we describe FKNet, as well as the procedure for learning the convolution kernels
through FKT. In Section 4.4, we evaluate the proposed method by using publicly available
databases, precisely USPS handwritten digits [107], C-Cube handwritten digits, lowercase and
uppercase letters [108], EMNIST dataset [109], Semeion handwritten digits [95] and LFW face
recognition dataset [110]. Finally, conclusions and future directions are provided in Section 4.5.

4.2 Related Work

In this section, we outline the shallow convolutional networks based on PCA, LDA, DCT, and
CCA. We also describe the optimization strategies used to train the respective convolutional
kernels. This review is essential to explain the differences between the proposed network and
current methods, including the advantages over the existing networks.

Learning features directly from the data, instead of designing complex techniques for feature
extraction, has been recognized as a dominant trend to prevent the drawbacks of handcrafted
features. For instance, the Histogram of Oriented Gradients (HOG) [111], Local Binary Pattern
(LBP) [112] and Scale-Invariant Feature Transform (SIFT) [113] produce satisfactory results
when applied in problems related to handwritten character classification.

In [112], local binary patterns of handwritten characters are extracted, and a set of clustering
techniques is used to assign a label for each character image. In this approach, handwritten
character datasets are used to validate the method, including MNIST. However, these methods
cannot simultaneously tackle problems caused by rotation, point-of-view, different writing
styles, scale, and illumination conditions, which are usually observed in handwritten characters.

Deep neural networks aim to decrease the influence of within-class variability by representing
the data hierarchically. Deep CNN generally presents the following stages: convolutional layer,
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nonlinear processing layer, and feature pooling layer. A random schema is employed to initialize
the parameter of the convolutional kernels, which is iteratively updated by stochastic gradient
descent. Learning a deep network is usually time-consuming due to its multistage nature and
its large number of parameters, even when using machines equipped with modern GPU.

Many shallow networks have been proposed to alleviate the high computational cost of training
a CNN. For instance, PCANet [2] is an image classification framework, where its convolutional
kernels are learned from the data at the local image patch level. Despite their simplicity, shallow
networks perform exceptionally well in a variety of image classification benchmarks, including
handwritten and face recognition. Since PCANet requires only an SVD operation, its training
time is fast compared to current CNN training times.

PCANet has been employed for handwritten character classification in many works. Its incre-
mental version has also been introduced for handwritten character classification [114]. This
work takes advantage of a lifelong learning framework to accomplish the plasticity of both
feature and classifier constructions, producing high discriminative features in an incremental
arrangement. The main advantage of PCANet over the conventional CNN is its reduced num-
ber of parameters to be tuned during the training stage. However, PCANet and its incremental
version can only be equipped with 2 or 3 stages, as reported in [2]. When the architecture is
designed with more than 3 layers, the recognition rate has no significant improvement. In
PCANet, the basis vectors of the local covariance matrix are employed as convolutional ker-
nels for initial feature extraction, followed by binarization and block-wise histogram operation
to create the features. Besides, LDANet was also introduced in [2], where its convolutional
kernels are based on linear discriminant analysis.

DCTNet [115] is an alternative to PCANet, which employs Discrete Cosine Transform (DCT)
as convolutional kernels. DCTNet has been widely applied to several face databases bench-
marks and has shown performance equivalent or superior to both PCANet and LDANet. In
spite of its effectiveness, when data sparsity is not clustered around low frequencies, PCA
should be a preferred model over DCT [116]. In such cases, PCANet and LDANet can ben-
efit from the data dependency model. On the other hand, DCTNet is recommended when
training data is scarce, since its convolutional kernels are data-independent. Besides, 2D DCT
is also employed to decrease the computational complexity on the network training phase.
Even though DCTNet has not been applied in handwritten character classification, we un-
derstand that this shallow network can achieve competitive results when dealing with such
learning problem, considering that DCT features of handwritten character present satisfactory
results [117, 118]. Therefore, in this chapter, we also evaluate DCTNet.

Although PCANet and LDANet have shown high performance, these networks do not directly
handle multiple-view features. In order to overcome this issue, CCANet [25] is introduced to
deal with data that are not represented by single-view features. CCANet extracts two different
view features of one object to generate the final pattern, which may achieve higher recognition
accuracy than the accuracy attained with a single view. Experiments conducted using the ETH-
80, Yale-B, and USPS databases for object classification, face classification and handwritten
digit classification show that CCANet outperforms PCANet and LDANet.

Existing methods in literature employ subspaces to represent class images [24, 65, 39, 40]. These
methods address the problem of finding a so-called constraint subspace in which the projected
features may provide more discriminative features. Among these methods, the orthogonal
subspace method has received substantial attention due to its results in object recognition and
face recognition [119, 120]. Besides, the subspace method has been employed in handshape
classification, protein classification and clustering, and motion recognition [37, 121, 122].

The networks investigated in this chapter can be examined in a subspace method perspec-
tive, since its convolutional kernels are obtained through subspace learning instead of gradient
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decorrelation conv. kernel

feature space constraint space

Figure 4.1: The decorrelation process generated by Fukunaga-Koontz transform and its appli-
cation in this chapter. (a) Image sets form clusters in a low-dimensional space, which can be
represented by Pi subspaces. These subspaces, however, are not optimal for classification due
to lack of discriminative mechanism. (b) FTK is employed to decorrelate the subspaces. (c)
When subspaces P1,P2 . . . ,PC represent image patches, the FKT transformation matrix can
be used as a convolutional kernel.

learning. PCA, LDA and CCA yield a linear projection RN → RM , presenting distinct prop-
erties [123, 124], where it is desirable that M � N . Therefore, we can present more advanced
linear projections such as those produced by FKT. The proposed shallow network is described
in the next section.

4.3 Proposed Method

In this section, an overview of the proposed shallow network is provided, followed by the
details of its building blocks. Then, the learning process employing image patches is described.
After that, the procedure to compute linear subspaces is presented, as well as the method
to calculate their optimal dimensions. This step is critical to maintaining the relationship
between the compactness of each subspace and its representation [125, 126]. In our study,
we understand that each class has a different compaction ratio; therefore, each class must
be represented by subspaces of different dimensions. The problem of decorrelating subspaces
using FKT and its application as convolutional kernels are introduced. Finally, the feature
representation produced by the proposed shallow network is given. Figure 4.1 illustrates the
procedure to construct FTK and its application as convolutional kernels.

4.3.1 Fukunaga-Koontz network

Figure 4.2 shows the conceptual diagram of the proposed shallow network. FKNet processes
images as follows. An input image is processed by a convolutional feature extraction layer,
which can be followed by a mean-pooling or by other convolutional layers. Then, binary hashing
is applied on the produced features in order to achieve dimensionality reduction. Finally, a
block-wise histogramming is employed to achieve relative rotation invariance and create the
final feature vector.

4.3.2 Representation by image patches

Given a dataset X consisting of N labeled training images of size H ×W , we extract patches
of size K1 × K2 from X. This procedure is performed by taking a patch around each pixel
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from each one of the N training images. Here, we denote the set of image patches as P . Given
that each image patch will have size K1 ×K2, the set P will contain NP = HWN patches.
It is worth noting that, after collecting the patches of all the images, FKNet does not perform
the mean-removal operation on P , as employed in PCANet, since this operation modifies the
subspace obtained.

4.3.3 Computing image patches subspaces

Although PCA is considered optimal for pattern representation, the subspaces created by
PCA are not necessarily optimal for classification. We understand that this is an issue, since
PCANet employs PCA to produce a common subspace that represents the dataset regarding
its variance, but neglecting intra-class characteristics.

There are many types of supervised methods that can be employed to implement efficient
convolutional kernels for our shallow network, such as LDA. FKT is suitable for the supervised
problem setting since it can work well with even a small quantity of data [127]. This problem
setting, well known as small sample size problem, is very challenging for LDA due to its inability
to estimate the within-class scatter matrix adequately in such circumstances. In contrast, FKT
avoids this issue by introducing the subspace representation, which can be stably estimated
from even few samples [128].

To create subspaces, we will use the patch set P = {pji}
Nj ,C
i,j=1, where C stands for the number

of classes and Nj is the number of patches in the j−th class. In this C class classification
problem, it is required to compute C feature matrices {Aj}Cj=1. For each feature matrix Aj ,

we compute the auto-correlation matrix Cj = Aj
>Aj . Equipped with all C auto-correlation

matrices, we can move forward to calculate the matrix Uj of eigenvectors which diagonalizes
the auto-correlation matrix Cj :

Dj = Uj
−1CjUj , j = 1, . . . , C. (4.1)

In Eq. (4.1), each Uj is a K1K2×K1K2 matrix satisfying UjUj
> = Uj

>Uj = I. The columns
of Uj that correspond to nonzero singular values compound a set of orthonormal basis vectors
for the range of Cj . Dj is the diagonal matrix of eigenvalues of Cj . In our thesis, we use non-
centering subspaces, different from the scatter matrix handled by PCANet. Since this difference
produces very distinct subspaces, we follow the conventional formulation of subspace-based
methods [33, 65]. Unlike PCANet, FKNet creates a subspace for each class independently,
exploiting its intrinsic characteristics in a more effective way.

4.3.4 Selecting basis vectors of the image patches subspaces

One of the advantages of employing subspaces to represent handwritten image classes is that
it is possible to compress each image set according to the basis vectors contribution in terms of
variance. Specifically, the function µ(·) regulates the proportion of the basis vectors employed
to efficiently describe an image-set:

µ(Rj) ≤
∑Rj

m=1 λm∑Dj

m=1 λm
. (4.2)

In this expression, Rj represents the number of selected basis vectors that spam the Pj subspace
and λm is the m-th eigenvalue of the eigendecomposition of the scatter matrix Cj . Finally,
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Dj = rank(Pj). Since the eigenvectors are arranged according to the eigenvalues in descent
order, the Rj−th eigenvector associated with the Rj−th eigenvalue is selected, as well as the
eigenvectors associated with the eigenvalues higher than the Rj−th eigenvalue.

Here, the main idea is to set Rj that best describes the image set without redundancy and in
a compact manner. This parameter depends on the complexity of the correlations inherent of
each image set and is also application-dependent. As mentioned before, the eigendecomposition
of the scatter matrix Cj is able to capture the vectors explaining most of its variation.

4.3.5 FKT for image patches subspaces decorrelation

Once equipped with all the C image patches subspaces Pj and their Rj dimensions have been
computed, we can now use FKT to generate the matrix F that can decorrelate the subspaces.
Then, each set of basis vectors Uj spans a reference subspace Pj , where its compactness ratio
is empirically defined by choosing the first Rj vectors, ordered by its accumulated energy,
as shown in Eq. (4.2). The method to generate the matrix F that efficiently decorrelates
the C Rj−dimensional classes subspaces is explained as follows. First, we compute the total
projection matrix as:

G =

C∑
j=1

UjU
>
j . (4.3)

The eigendecomposition of the total projection matrix G produces a K1K2 ×K1K2 decorre-
lation matrix F . This procedure is better described by the following equation:

F = Λ−1/2 B>, (4.4)

where B is the set of orthonormal eigenvectors corresponding to the NF largest eigenvalues of
G, and Λ is the K1K2×K1K2 diagonal matrix with the m-th highest eigenvalue of the matrix
G as the m-th diagonal component.

4.3.6 Fukunaga-Koontz convolutional kernels

After obtaining the image patches subspaces and the decorrelation matrix F , we can now com-
pute the FK convolutional kernel. In our formulation, each basis vector of F = {w1, . . . ,wNF

}
will be a convolutional kernel in the network. According to this formulation, the definition of
the Fukunaga-Koontz convolutional kernel is:

Wl = mapK1×K2
(wl), l = {1, 2, ..., LS}, (4.5)

where the operator mapK1×K2
(·) maps an input vector y ∈ RK1K2 onto a matrix Y ∈ RK1×K2

and LS is the number of convolutional kernels in the S−th convolutional layer.

According to [33], FKT decorrelates all the C class subspaces by generating a matrix where the
canonical angles between the projected subspaces spanned by the Qj = F>Uj basis vectors
are enlarged. Following this idea, we can conclude that the eigenvalue matrices Λ1 and Λ2 of
the following products:

S1 = Q>i Qj , ∀ i 6= j, (4.6)
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S2 = Q>i Qj , ∀ i = j, (4.7)

approaches the null matrix and the identity matrix, respectively. In the proposed network,
this observation enforces that the features created by the matrix F will produce a mechanism
where patterns of the same class will be projected onto an adjacent space and, simultaneously,
separated from the other classes.

Given an input image Pin, the output image Yl of a convolutional layer is obtained by the
following operation:

Yl = ρ(Wl ∗ Pin), l = {1, 2, ..., LS}, (4.8)

where ∗ refers to a convolution with zero-padding in the boundary of the image patch and ρ(·)
is an average pooling operator, which may or may not be present in a particular layer, defined
by a B1 ×B2 window, where B1, B2 ∈ N+.

Note that the output of one convolutional layer produces LS images. Similar to CNN and
PCANet, multiple layers can be created by feeding the produced images as input to a new
layer. In general, a Z layers architecture produces NZ = L1L2 . . . LZ images for each input
image, so in total NZ images are produced.

Moreover, the output of the first layer of the proposed network will produce L1 images. By
using Yl, more image patches subspaces can be learned to create more layers. Usually, more
than one layer is employed in such shallow networks, so more features can be extracted from
Pin. For instance, for a Z = 2 layers network, we should learn 2 constraint subspaces, where
W 1

l may be learned from X, and W 2
l can be learned from Yl.

feat. represent.

feature vector 𝐟𝑜𝑢𝑡

input image 

first conv. layer second conv. layer pooling layer

(a) (b) (c)

2

3

Figure 4.2: The shallow network architecture introduced in this chapter: A convolutional fea-
ture extraction layer processes an input image based on FK convolutional layer, followed by
another FK convolutional layer. Then, an average pooling layer is employed. Finally, binary
hashing and a block-wise histogramming produce the final feature vector.

4.3.7 Feature representation

Continuing with the previous Z layers system, the convolutional layers will produce the set of
output images {Yp}NZ

p=1. The first step of the feature representation is the binarization of all
Yp images, using a step-like function, which can be defined as follows:
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H(a) =


1, if a > 0

0, if a ≤ 0

. (4.9)

where the parameter a is each pixel intensity mapped in the image, in an element-wise manner.
Now, each element possesses a binary value, so the set of the same pixels in the NZ images
produce binary words that can be seen as a decimal number. This procedure converts the
images back into a single integer-valued matrix Tq whose every pixel is an integer in the range
[0, 2LZ−1]. Formally, this operation can be expressed as:

Tq =

Lz∑
p=1

2p−1H(Yp), q = {1, 2, ..., NZ−1}, (4.10)

Each Tq matrix is partitioned into B blocks, and a block histogram is computed to count
the decimal values in each block. After that, we concatenate all histograms into one vector.
This encoding is then stored as a fout feature of the input image Pin in a vector of block-wise
histogram.

The column vector fout, together with other feature vectors extracted from a training dataset
are used to train a classifier. In the investigated architecture, Support Vector Machines (SVM)
is employed.

4.3.8 Computational Advantage

One of the advantages of the proposed network is its reduced number of parameters com-
pared to conventional CNN. The hyper-parameters of FKNet include the filter size K1,K2,
the pooling size B1, B2, the number of filters in each stage L1, L2, ..., LZ , the number of stages
Z, the block size for the histogram, and the class subspaces dimensions. In addition to the
decorrelation process employed by FKT, FKNet has the advantage of considering each class
as a subspace, which allows it to be expressed more compactly and more robustly to outliers
when compared to other shallow networks.

In terms of computational complexity, FKNet inherits the low cost exhibited by PCANet.
More precisely, FKNet shares all the elements employed by PCANet, whose computational
complexity depends only on the auto-correlation matrix computation and the filter convolution.
Different from PCANet, FKNet requires C auto-correlation matrices computation, one auto-
correlation matrix for each class subspace (see Eq. (4.3)). Therefore, both processes generate
the cost of:

O(HWK1K2(L1 + L2) + CHW (K1K2)2).

Since HW � K1K2 > C, the computational complexity of FKNet is comparable to the
computational complexity of PCANet. Similar to PCANet, this computational complexity
refers to learning and testing stages, as long as HW � K1K2.

Next section provides, along with other experiments, experimental results of processing time
measurement by each network. For instance, CNN required about 3 hours to generate a model
with 4 convolutional layers using the EMNIST training dataset. On the other hand, FKNet
obtained a comparable model using less than 17 minutes on the same hardware, which is
approximately one order of magnitude faster.
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4.4 Experimental Evaluation

In this section, the effectiveness of the proposed FKNet is evaluated. Experiments are con-
ducted using five public databases: USPS handwritten digits [107], C-Cube handwritten digits,
lowercase and uppercase letters [108], Semeion handwritten digits dataset [95] and EMNIST
dataset [109]. These datasets cover various unconstrained scenarios of handwriting images, as
the digits were written by many different subjects, writing styles and devices, with widely
varying levels of care. In addition to the handwritten datasets, we evaluate the flexibility of
the proposed network by using the LFW face dataset [110].

The experiments are divided into four main series. In the first series, FKNet is compared to
5 shallow networks. In the second series of experiments, we study the impact of changing the
amount of training data concerning the performance of the networks. The third series is per-
formed by comparing the proposed shallow network to a CNN. First, however, the description
of three datasets used in our experiments is presented. The fourth dataset is described in
Section 4.4.4. After evaluating the proposed method using handwritten character datasets, we
present a challenging task to evaluate the proposed shallow network. Therefore, in Section 4.4.5,
we further evaluate our method in a face verification task using the LFW dataset.

4.4.1 Dataset configuration

The US Postal Service dataset (USPS) is a multi-class digit dataset consisting of 9298 hand-
written digit images ranging from 0 to 9. In this dataset, there are 7291 training images and
2007 test images. Each digit image is of size 16× 16 pixels. The raw grayscale pixels are used
as features for all the methods compared in this chapter. We pre-processed all images to have
zero-mean and to be of unit Euclidean norm and resized the images to 28 × 28 pixels. This
process was performed in all other databases.

C-Cube dataset consists of 57293 handwritten images of 52 English letters, divided into 38160
(22274 lowercase and 15886 uppercase) training images and 19133 (11161 lowercase and 7972
uppercase) test images. This is a very realistic dataset, considering that the images were
manually extracted from the Center of Excellence for Document Analysis and Recognition
(CEDAR) and United States Postal Service (USPS) databases. This is a challenging dataset,
since the number of images per class is very imbalanced. In addition, the handwritten images
are very cursive, increasing the correlation between classes. The dataset contains upper-case
and lower-case letters, which were randomly split into training and test sets.

Semeion handwritten digits dataset consists of 1593 handwritten digits from around 80 persons.
The images were scanned, stretched in a 16 × 16 matrix with 256 grayscale values. Then, all
pixels of each image were binarized using a fixed threshold. Each person wrote on a paper
all the digits from 0 to 9. The writing was performed two times; first time trying to write
each digit accurately and the second time with no accuracy, as fast as possible. In addition, as
the dataset is not originally divided into training and test datasets, a 10-fold cross-validation
scheme is employed to evaluate the methods.

4.4.2 Comparison with related shallow networks

In this first series of experiments, FKNet is compared to 5 shallow networks: PCANet, LDANet,
RandNet (this network follows the same architecture of PCANet, but the filter banks are
replaced with totally random filters), CCANet and DCTNet.

This experiment focus on comparing the classification rates attained by FKNet and baselines,
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as well as on analyzing their behavior when the number of layers is increased and when pooling
layers are employed. In order to accomplish these objectives, all shallow networks are evaluated
according to its number of stages, which varies from 1 to 4, and with or without pooling layers.

For a fair comparison, the Coiflets and Daubechies orthogonal wavelet transform are employed
to extract the low frequency sub-images of the original images to generate two view features
for CCANet [25]. The TR-Normalization introduced by [115] is not applied. As in PCANet,
LDANet, and DCTNet, we select linear SVM for the classification step since it is relatively
less prone to overfitting than its non-linear version.

In this experiment, all the methods use the same parameters as in [2]. Previous work exhaus-
tively analyzed these shallow network parameters, such as the convolutional kernel size. Here,
we aim to verify the limits of these shallow networks by changing its number of layers and eval-
uating which learning strategy presents the most efficient result. In [2], the number of filters
was fixed to L1 = L2 = 8, L3 = L4 = 8. The convolutional kernel size was set to K1 = K2 = 7,
with block size of 7× 7 and 4 pixels for overlapping (∼ 57% of overlapping ratio).

Table 4.1 shows the mean accuracy (%) and the standard deviation of the proposed shallow
network and the different baselines investigated on USPS handwritten digits database, C-Cube
dataset and Semeion handwritten digits dataset, when 1, 2, 3 and 4 layers are employed. The
number of convolutional layers Z and whether the network presents or does not present pooling
layers is indicated by (p) and (–), respectively.

The best results regarding the accuracy are listed in bold, while the second-best results are
listed in italic. We performed a significance test using Welch’s t-test (at 95% significance
level) between the best-performed network on each combination with the second-best result.
Underlined values in Table 4.1 indicate and mark the statistically significant results. According
to Welch’s t-test, the proposed FKNet consistently achieved significantly better results on the
Semeion dataset, which is the smallest investigated dataset. This result suggests that FKNet
can represent small sets robustly.

In addition, from Table 4.1, it is observable that most of the methods have their recognition
accuracy improved as the number of convolutional layers increased, up to 3 layers. However,
when the number of layers is set to 4, most of the methods present no significant improve-
ment. We understand that increasing the number of layers higher than 3 does not boost the
recognition rate because it considerably increases the feature vector dimension used by SVM.

We also compare the networks performance when pooling layers are used, which are expected
to produce a certain degree of invariance with respect to translations and elastic distor-
tions [129, 130]. As a consequence, there would be a certain level of robustness to small
perturbations on handwritten characters positioning. In this scenario, the shallow networks
benefit from the pooling layers, improving their classification rates. Besides, FKNet demon-
strated superior classification rate when compared to the other evaluated shallow networks,
confirming the efficiency of the method by employing the constraint subspace as convolutional
kernels equipped with pooling layers.

Table 4.2 lists the training time required by our proposed method and by the baselines as
well. We do not list the training times of RandNet and DCTNet since these methods do not
rely on data to construct their filter banks. Moreover, the testing times are not listed because
it depends mostly on the network configuration. Since we compare the networks with iden-
tical configuration, the testing time is very similar for all of them. It is possible to observe
that PCANet attains the fastest training time, which is reasonable, considering that PCANet
requires only an eigendecomposition per layer and an auto-correlation matrix computation.
LDANet and CCANet require additional computations due to their more sophisticated formu-
lation. Finally, although FKNet requires an auto-correlation matrices computation per class,
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Table 4.1: The average classification rates and standard deviation attained by our proposed
method, as well as by five baselines.

datasets layers PCANet [2] LDANet [2] RandNet [2] CCANet [25] DCTNet [115] FKNet

USPS [107]

1(–) 93.83 ± 2.01 93.71 ± 1.91 92.97 ± 2.03 94.57 ± 2.49 93.84 ± 2.05 93.97 ± 1.91

2(–) 97.51 ± 1.55 97.37 ± 1.44 93.12 ± 1.57 97.81 ± 2.01 96.67 ± 1.56 97.81 ± 1.53

3(–) 97.63 ± 1.51 97.29 ± 1.35 93.07 ± 1.49 97.83 ± 2.03 96.55 ± 1.47 97.91 ± 1.52

3(p) 97.90 ± 1.49 97.67 ± 1.32 93.44 ± 1.45 98.14 ± 1.99 96.54 ± 1.47 98.30 ± 1.50

4(–) 97.65 ± 1.58 97.33 ± 1.47 93.02 ± 1.66 97.81 ± 2.11 96.52 ± 1.53 98.07 ± 1.69

4(p) 97.76 ± 1.57 97.43 ± 1.47 93.19 ± 1.63 97.93 ± 2.09 95.95 ± 1.52 98.60 ± 1.66

C-Cube [108]

1(–) 83.56 ± 1.92 83.11 ± 1.71 80.72 ± 2.34 83.53 ± 2.20 82.68 ± 1.84 84.72 ± 1.81

2(–) 87.39 ± 1.38 87.73 ± 1.32 83.24 ± 1.48 88.13 ± 1.68 85.48 ± 1.28 88.14 ± 1.52

3(–) 88.71 ± 1.24 87.47 ± 1.29 83.03 ± 1.41 88.13 ± 1.61 85.52 ± 1.28 89.42 ± 1.59

3(p) 88.97 ± 1.22 87.71 ± 1.28 83.23 ± 1.40 88.40 ± 1.65 85.76 ± 1.25 89.69 ± 1.55

4(–) 88.59 ± 1.27 87.51 ± 1.30 83.07 ± 1.52 88.20 ± 1.92 85.23 ± 1.46 90.26 ± 1.57

4(p) 88.65 ± 1.29 87.67 ± 1.30 83.18 ± 1.53 88.36 ± 1.94 85.34 ± 1.45 90.63 ± 1.54

Semeion [95]

1(–) 86.28 ± 1.41 85.43 ± 1.32 82.58 ± 1.54 83.51 ± 1.26 85.30 ± 1.21 88.36 ± 1.41

2(–) 89.58 ± 1.37 89.43 ± 1.25 88.48 ± 1.42 88.88 ± 1.24 89.24 ± 1.17 90.11 ± 1.48

3(–) 89.63 ± 1.41 89.45 ± 1.33 87.77 ± 1.55 88.35 ± 1.26 88.64 ± 1.22 91.43 ± 1.44

3(p) 89.85 ± 1.40 89.63 ± 1.37 87.95 ± 1.51 88.58 ± 1.27 88.90 ± 1.19 91.67 ± 1.41

4(–) 89.45 ± 1.56 89.34 ± 1.37 87.05 ± 1.60 87.51 ± 1.29 88.42 ± 1.25 91.66 ± 1.46

4(p) 89.60 ± 1.59 89.43 ± 1.38 87.01 ± 1.61 87.51 ± 1.33 88.60 ± 1.22 91.81 ± 1.43
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Table 4.2: The training time (in minutes) attained by the proposed method and by the five
baselines.

datasets layers PCANet [2] LDANet [2] CCANet [25] FKNet

USPS [107]

1(-) 14.67 16.22 17.77 18.90

2(-) 15.61 17.23 18.59 20.11

3(-) 29.11 31.78 33.45 35.51

3(p) 20.29 22.39 24.16 26.14

4(-) 151.57 162.26 170.47 179.17

4(p) 22.52 24.85 26.81 29.01

C-Cube [108]

1(-) 16.31 17.51 18.95 20.14

2(-) 17.35 18.97 20.51 21.95

3(-) 32.35 35.09 36.98 39.53

3(p) 22.96 24.91 26.25 28.06

4(-) 176.21 188.61 198.70 208.71

4(p) 25.02 27.15 28.61 30.58

Semeion [95]

1(-) 3.26 4.25 5.39 6.30

2(-) 3.47 4.71 5.36 5.73

3(-) 6.47 7.02 8.31 8.73

3(p) 4.82 5.31 6.47 6.85

4(-) 30.34 33.81 36.22 39.22

4(p) 5.92 6.53 7.95 8.42
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its processing time is comparable to the other networks.

In this experiment, it is clear the advantage of using pooling layers. The training time of the
networks is reduced by about 30% when the network is equipped with a pooling layer after the
third convolutional layer. This advantage increases when another pooling layer is added after
the fourth convolutional layer.

Although the convolutional kernels of RandNet are randomly generated, reasonable results are
obtained, in comparison to the results achieved by PCANet and LDANet. This observation
indicates the benefits that the cascading model employed by shallow networks can provide.
RandNet results are competitive when 1 or 2 layers are employed. However, when more layers
are added, its results do not show improvement. This can be explained by the fact that there is
no function to determine the convolutional kernel, weakening the hierarchical structure of the
network. On the other hand, PCANet and FKNet have well-defined functions that determine
the weights of the convolutional kernels, exploiting the hierarchical model to systematically
produce better features.

In C-Cube dataset, PCANet, LDANet, and CCANet demonstrated competitive performances
when using 1 and 2 layers, suggesting that subspace-based methods provide efficient convo-
lutional layers for shallow networks. On the other hand, RandNet and DCTNet achieved the
worst results. Compared to USPS and Semeion datasets, C-Cube delivers a larger number of
examples, which can prevent the efficiency of convolutional kernels that are not generated from
the training data. The results suggest that the unsupervised networks that do not depend on
training data show greater difficulty in obtaining better results. Accordingly, DCTNet is recom-
mended when training data is scarce due to its handcraft approach that is data-independent.
Nonetheless, when datasets are more comprehensive and encompass more classes with higher
diversity, PCANet, LDANet, CCANet and FKNet are recommended.

In general, FKNet attained the highest accuracy compared to the baselines. The discriminative
capability of FKNet is evident when the number of layers increases. According to the exper-
imental results, there is no significant improvement when the baselines employ 3 or 4 layers.
These results may be due to the optimization model used by PCA, LDA, and CCA, which is
based on dimensionality reduction. Such an approach eliminates a substantial amount of data,
so that discriminative information may be lost, presenting no opportunity for the other layers
to learn. In addition, after 3 layers, PCANet and DCTNet no longer improve their accuracy
and CCANet even worsens its results. It is important to mention that these three methods do
not make use of discriminative information among different handwritten image classes, which
can be the reason for the low result when these networks are equipped with more than 3 layers.

The difference between the recognition rates achieved by FKNet and the other networks is even
higher in the Semeion database, probably owing to the smaller amount of training data in this
database compared to the USPS and C-cube databases. In this circumstance, FKNet benefits
from the robustness inherited by FKT, which can produce efficient models with few training
examples. In order to deeper analyze this aspect, the next series of experiments evaluates the
impact of small-scale training datasets.

4.4.3 Comparing shallow networks under limited training data conditions

In this experiment, we evaluate FKNet and three baselines (CCANet, LDANet and PCANet)
under limited training data conditions. This experiment is essential to investigate the perfor-
mance of these shallow networks under such circumstance, since many practical problems can
only be solved when the learning model is appropriately designed to handle scarce training
data. We evaluate FKNet, CCANet, LDANet and PCANet because the convolutional ker-
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Figure 4.3: Comparison of the different shallow networks when the training data is decreased.

nels of these networks are data-dependent. For this evaluation, we equip the networks with 4
convolutional layers, following the configuration 4(p) from Table 4.1.

We use the Semeion database, since it presents the lowest amount of data compared to the other
handwritten image datasets investigated in Section 4.4.2, which is a realistic and challenging
scenario. We employ a holdout strategy to evaluate the performances of the methods. The
amount of training samples varies from 400 to 1400. The remaining data was used for testing. In
each case, we randomly select the training data and repeat the experiment 10 times. We report
the average classification rates attained in each scenario. The parameters of the networks, such
as number of filters and convolutional kernel size were set as was done in the previous series of
experiments. The number of convolutional layers of each network was set to 4, where a pooling
layer is added after the third convolutional layer.

Figure 4.3 displays the average classification rates obtained by the networks in different training
data scenarios. As shown in this figure, we can see that the overall performance of FKNet was
better than that of the other shallow networks. In particular, FKNet works well when the
training data is limited. More precisely, when only 400 samples are available for training,
FKNet presents a recognition rate of 80%, which is about 10% higher than the recognition
rate produced by PCANet (the best baseline). This is a challenging experiment for shallow
networks, since not only the amount of training data is reduced, but also the amount of test
data increases accordingly.

This experimental result suggests that FKT does not suffer from the issue known as the small
sample size (SSS) problem that occurs when the number of features is larger than the number
of instances [131]. Differently, LDA is sensitive to the number of training samples, which reflects
the poor performance achieved by LDANet. Indeed, LDA and CCA theoretical formulations
present the SSS problem, which is not present on FKT formulation. Since the CCA model
depends on the correlation between a pair of training samples, the reduced training data
directly affects its performance.

4.4.4 Comparison with convolutional neural network

Motivated by the previous results, experiments are conducted using the EMNIST database,
which is a dataset of segmented cursive letters and handwritten digits. The purpose of this
series of experiments is to compare FKNet to a conventional CNN in terms of recognition
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rate, by varying the number of layers. This analysis is essential to define the advantages and
limitations of the proposed method compared to CNN.

In addition to CNN, we also compare the proposed method with the state-of-the-art methods
in handwritten character recognition. We compare our method with Text Capsule Networks
(TextCaps) [132] and genetic Deep CNN (genetic DCNN) [133] due to their high recognition
rates and novel training approaches. TextCaps is a character recognition method that provides
high accuracy rates in EMNIST and is able to employ small training sets. Considering that
many languages do not present handwritten character datasets with an adequate number of
samples to train deep learning models, TextCaps generates augmented handwriting images,
increasing the number of training samples by handling random controlled noise. Distinct from
other CNN methods, genetic DCNN is an autonomous learning algorithm that automatically
produces a DCNN architecture employing the data available for a specific image classification
task. To this aim, genetic DCNN applies evolutionary operations, including selection, mutation
and crossover to evolve a population of DCNN architectures. The performance of genetic DCNN
is comparable to the state-of-the-art DCNN models.

EMNIST is derived from the NIST (National Institute of Standards and Technology) Special
Database 19. In this dataset, images are normalized to 28× 28 pixels. In total, it is composed
of 280000 characters divided into 62 classes, comprising 10 digit, 26 lowercase letter, and 26
uppercase letter classes. In this series of experiments, the dataset is divided into five partitions:
(1) dataset A, composed of only the 26 uppercase letter classes; (2) dataset B, that includes only
the 26 lowercase letter classes; (3) dataset C, composed of only the 10 digit classes (EMNIST-
Digits); (4) a dataset D that includes all the 62 classes; (5) a dataset E that includes the
uppercase and lowercase letter classes (EMNIST-Letters).

For comparison purposes, the employed CNN architecture is composed of 4 convolutional
layers with 16, 20, 20 and 24 convolutional kernels, respectively. The convolutional kernel size
is set to 7 × 7. The first and the third convolutional layers are followed by a 2 × 2 average
pooling layer. Thus, the output features are provided to a fully connected layer in order to
produce the final recognition score. In order to train this CNN, we employ Adam using mini-
batch SGD (100 epochs) with the following hyper-parameters: learning rate α = 0.001, and
β1 = 0.9, β2 = 0.999, ε = 1× 10−8. The mini-batch size was set to 20.

The hyper-parameters of FKNet are as follows: 4 convolutional layers consisting of 12, 12, 20
and 20 convolutional kernels with size 7× 7. The dimension of each subspace class was set to
µ(ri) ≤ 0.9, according to Eq. (4.2).

Table 4.3 lists the recognition rates attained by CNN and FKNet when different numbers of
layers are employed. It is observed that CNN presents the highest recognition rate with dataset
C, which consists of only handwritten digits. This result may be a consequence of the reduced
number of classes found in the dataset C. Because of the low complexity in terms of inter-class
separability, CNN can efficiently extracts discriminatory elements.

In terms of the results attained by TextCaps and genetic DCNN (these results were obtained
from the respective papers) on dataset C and dataset D, their results are 5% and 6% superior
to the ones provided by the CNN and FKNet. The accuracy achieved by TextCaps is the result
of a sophisticated technique based on data augmentation, which is not implemented in CNN
nor in the proposed method. Besides, genetic DCNN achieves the same level of accuracy as
TextCaps, with an approach that uses genetic algorithms to create its architecture. Therefore,
both methods present very competitive results, but at the cost of requiring computational
complexity far superior when compared to FKNet, during the training process.

Another observation is that CNN outperforms FKNet when only one layer is employed. It is
noticeable that a single subspace representing the correlation among different classes may not
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Table 4.3: Recognition rates on comparing CNN and state-of-the-art methods, where N.A.
stands for not available

.

methods dataset A dataset B dataset C dataset D dataset E

CNN-1 90.44 ± 0.22 82.91 ± 0.26 91.25 ± 0.22 64.93 ± 0.31 88.78 ± 0.31

CNN-2 90.59 ± 0.22 83.47 ± 0.24 92.66 ± 0.21 65.58 ± 0.32 88.93 ± 0.28

CNN-3 91.61 ± 0.22 83.68 ± 0.24 93.15 ± 0.21 65.97 ± 0.30 89.71 ± 0.28

CNN-4 92.17 ± 0.19 83.93 ± 0.23 93.67 ± 0.20 66.08 ± 0.30 90.47 ± 0.27

FKNet-1 86.39 ± 0.26 77.82 ± 0.29 86.77 ± 0.24 59.29 ± 0.33 84.15 ± 0.32

FKNet-2 89.58 ± 0.25 81.43 ± 0.25 89.71 ± 0.24 63.15 ± 0.33 87.54 ± 0.29

FKNet-3 92.07 ± 0.21 84.05 ± 0.25 91.53 ± 0.21 66.17 ± 0.31 90.05 ± 0.29

FKNet-4 92.21 ± 0.21 84.33 ± 0.24 91.93 ± 0.22 66.39 ± 0.31 90.23 ± 0.28

TextCaps [132] N.A. N.A. 99.79 ± 0.11 N.A. 95.36 ± 0.30

genetic DCNN [133] N.A. N.A. 99.75 ± N.A. N.A. 95.58 ± N.A.

be sufficient to resemble the complexity of the distributions. Therefore, to improve the FKNet
capability, more constraint subspaces must be considered when only one layer is available.

An attempt to equip FKNet with more than 4 convolutional layers has also been established
and the results show that the recognition rate achieved by the proposed network does not
improve, reaching the learning limits of this shallow network. This result is directly derived
from the fact that the linear subspaces employed to represent the image classes do not preserve
its nonlinear relations. For instance, an image set distribution of a given class may be better
represented by multiple subspaces if their distribution is multimodal. Different from FKNet,
the accuracy of CNN boosts 0.7% when the network is equipped with 6 layers.

Experimental results of processing time measurement by each network are provided as follows.
For reasons of reproducibility, the processing times reported in this chapter were obtained
using a computer equipped with an intel core i7 2.2GHz quad-core processor, including 32GB
RAM. As the other experiments, we employed Matlab to run the experiments. According to
the configuration adopted, CNN required about 3 hours to generate the described model with 4
convolutional layers using the EMNIST training dataset. On the other hand, FKNet obtained
a comparable model using less than 17 minutes on the same hardware, which is approximately
one order of magnitude faster.

Besides its advantage in terms of training time, the testing time on processing each example in
FKNet is much faster than the time required by CNN, since the number of convolutional layers
employed by FKNet is 1/3 lower than the employed by CNN. The number of convolutional
kernels employed by FKNet is very compact, precisely because of the orthogonal nature of
the subspace produced by FKT. For comparison purposes, using the same hardware scenario
discussed previously, CNN needs 81 seconds to process 1000 28×28 handwritten images, while
FKNet requires only 34 seconds.

The shallow networks present an advantage when there are limitations in energy consumption
or computational resources. A concrete example is when a neural network should be used in an
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embedded device, such as an FPGA [4, 5]. In this scenario, hardware limitation is evident and
conventional neural networks cannot be employed, since memory and processing resources are
minimal. Besides, many applications require that the algorithms not only process data but also
that the learning mechanism runs on the device itself. Under these circumstances, compact
networks such as FKNet have a substantial advantage over conventional networks.

It is important to note that the CNN employed in this experiment could achieve slightly higher
results, in the case of some adjusts on the convolutional kernel size. Instead, we chose to employ
the same parameters as FKNet, since it presents a fair comparison. These results confirm that
the proposed shallow network is an attractive alternative for handwritten character classifica-
tion when processing time and memory requirements are application constraints. Particularly
for application in scenarios critically affected by time or hardware restrictions.

4.4.5 Face verification using LFW dataset

Lastly, we evaluate the proposed network using the LFW (Labeled Faces in the Wild)
dataset [110] for unconstrained face verification. This experiment aims to explore the limi-
tation of FKNet on a dataset different from handwritten datasets. The LFW dataset consists
of images of faces collected from the web, where the faces were detected using the Viola-Jones
face detector and cropped into 150 × 80 pixels. This dataset is especially difficult for the in-
vestigated shallow networks due to the fact that the data was collected under uncontrolled
scenarios.

In addition to comparing FKNet with other shallow networks, we evaluated the proposed
method to two face verification approaches, Fisher Vector Faces (FVF) [134] and Multiscale
Binarized Statistical Image Features with Overlapping Blocks (MBSIF-OB) [135]. These meth-
ods are commonly employed in this task, producing very competitive results.

Fisher Vector Faces (FVF) [134] is a representation for faces, where densely SIFT features are
extracted from the image followed by dimensionality reduction and Fisher Vector to encode
the features. The work [134] introduced the study of densely sampled SIFT features, which
achieved a high recognition rate on the LFW dataset.

The Multiscale Binarized Statistical Image Features with Overlapping Blocks (MBSIF-
OB) [135] is a face recognition framework based on a feature fusion approach and flip-free
distance. This framework applies the Binarized Statistical Image Features (BSIF) [136], which
learn the filters by employing statistics of natural images. After extracting the features from
an image using the BSIF, a dimensionality reduction strategy is employed, where the projected
vectors are scored. Finally, the scores for different scales are fused using SVM.

In this experiment, the hyper-parameters of the shallow networks are as follows: 4 convolutional
layers consisting of 8, 8, 10 and 10 convolutional kernels. The first and the third convolutional
layers are followed by a 2× 2 average pooling layer. The dimension of each subspace class was
set to µ(ri) ≤ 0.9, according to Eq. (4.2) and 15× 13 for the non-overlapping block size.

We report the average result of the 10-fold cross-validation. Contrasting to the experimental
setup reported in [2], we do not employ the square-root operation on the final feature to main-
tain consistency with the other experiments provided in this chapter. Table 4.4 lists the results
of the proposed method, along with the investigated shallow networks and face verification
approaches.

Although the studied shallow networks were not initially designed to represent face images,
these networks provided reasonable results. As expected, FVF and MBSIF-OB presented the
best results, which is approximately 7% more accurate than the shallow networks.



4.5 Final Remarks 76

Table 4.4: Accuracy and standard deviation of the investigated shallow networks and face
recognition methods when evaluated on the LFW dataset.

PCANet [2] LDANet [2] CCANet [25] FKNet Fisher VF [134] MBSIF-OB [135]

86.11 ± 0.81 86.27 ± 0.79 85.26 ± 0.91 87.89 ± 0.67 93.10 ± N.A. 93.41 ± 0.36

where N.A. stands for not available.

The proposed network is 5% less accurate than the methods designed for face verification, which
is a competitive result considering that its primary purpose is handwritten digits classification.
It is important to take into account that both FVF and MBSIF-OB employ handcrafted
features, which may be more challenging to train and more computationally expensive than
the shallow networks.

4.5 Final Remarks

This chapter presented the Fukunaga-Koontz network for handwritten character classification.
In the proposed shallow network, Fukunaga-Koontz transform is employed to create efficient
convolutional kernels in a CNN architecture. Experiments conducted on USPS handwritten
digits, C-Cube, Semeion and EMNIST handwritten datasets demonstrated the applicability
of the proposed network. The experimental results show that by employing Fukunaga-Koontz
transform for convolutional kernels, FKNet provides competitive classification results, when
compared to PCANet, LDANet, RandNet, DCTNet and CCANet. To show its flexibility,
FKNet was evaluated on a face verification task using the LFW dataset. In this experiment,
FKNet demonstrated to be competitive, where FVF, MBSIF-OB and other shallow networks
were employed as baselines.

The proposed shallow network presents the following advantages: (1) light computational re-
sources requirements for learning, (2) small set of parameters to be tuned and, (3) fast learning
and processing times. This architecture requires the choice of just a few parameters: the con-
volutional kernel size, the number of layers, and the class subspace dimension.

Different from the compared shallow networks, the convolutional kernels employed by FKNet
are equipped with pooling layers, which provides invariance to changes in position or lighting
conditions while decreasing the feature dimensionality. This improvement, coupled with the
fact that the constraint subspace produced by FKT produces more discriminative features than
its counterparts, allows FKNet to be an appealing method both in performance and theoreti-
cal aspects. Since FKNet is entirely based on linear algebra and can be investigated through
mathematical tools, this network offers an explicit interpretable model while presenting char-
acteristics of modern neural networks, achieving competitive results in challenging handwritten
character databases.

In the third series of experiments, it is observed that one benefit of using the proposed net-
work is that the number of convolutional kernels employed is much smaller than the ones
used by a CNN. Besides, FKNet inherits the fast processing time exhibited by the shallow
networks investigated in this chapter, which is faster than the processing time obtained by
CNN, suggesting that the proposed shallow network can replace CNN when processing time
is a requirement.

Experimental results have revealed that FKNet is a potential choice when there are hardware
limitations. Applications where there is a limitation of energy consumption require a compact
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learning model, such as in autonomous vehicles applications [137, 138]. There are other appli-
cations whose requirements go beyond energy consumption. For example, in remote sensing, a
neural network must adjust its parameters directly on the device, which is usually very limited.
In both cases, FKNet is an advantageous alternative.

In the next chapter, we develop a framework for representing and classifying tensor data.
Tensor data is found in several applications, demanding compact representations and fast
learning model in order to make efficient use of its geometric aspects.



Chapter 5

Tensor Analysis with n-mode
Generalized Difference Subspace

Many applications make use of multi-dimensional data, such as multiple-view image recogni-
tion and video analysis. Due to the increasing data density produced by sensors, improved
techniques are required to process this kind of data. In this scenario, tensors, which can be
defined as a generalization of matrices, present a suitable model for such data representation,
since tensors allow a natural representation of multi-dimensional data. For instance, video data
is intuitively described by its correlated images over the time axis. Through vectorization and
concatenation of the video data pixels, it is possible to produce a representation that describes
the data as a matrix or a vector. Then, this vectorized representation can be exploited to train
a classification model to build a machine learning model. However, this representation does not
provide an intuitive or a natural pattern representation. Besides, the vectorization procedure
may degrade the spatio-temporal relationship between pixels of a video tensor data, causing
information loss [139, 140].

Applications that benefit from tensorial representation include high-resolution video analy-
sis, hyperspectral image classification, medical image analysis, gene expression representation
and recommendation systems [141, 142, 143, 144, 145, 146, 147, 148, 149, 150]. For exam-
ple, bioelectrical time signals [151, 152] are usually obtained by sensors based on differential
amplifiers, which record the signal difference between two electrodes connected to the skin,
where the signal difference changes over time. Many sensors can be used to cover a wider area.
Thus, this data acquisition produces a massive number of time-varying signals, where not only
the temporal correlation but also the spatial structure between the collected signals should
be exploited. In addition, recently, self-driving cars equipped with multiple sensors have been
producing a large amount of data, which requires efficient representation [137, 153, 154, 153].
Finally, the use of non-efficient methods to handle high-dimensional data can compromise the
associated hardware cost.

Currently, training Deep Neural Network (DNN) architectures from scratch is not feasible
to handle 3-mode or higher mode tensors when datasets present a small number of samples.
Also, the computational complexity of training a DNN architecture may increase exponen-
tially according to the number of modes, requiring more data and computational resources,
restricting the range of applications. To overcome this problem, we propose in this chapter a
method whose complexity grows linearly according to the number of tensor modes, making
the proposed method an alternative for tensor data classification.

The order of a tensor is related to the number of its dimensions, also known as ways or
modes [155]. Tensor unfolding is a procedure that reorganizes the tensor data in such a way
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Figure 5.1: Illustration of the unfolding procedure of a 3-mode tensor. The unfolding of the
3-mode tensor A produces 3 sets of matrices X(1), X(2) and X(3).

that permits the analysis of each mode separately, possibly revealing correlations which were
not immediately observed. For example, a video data may provide a 3-mode tensor, consisting
of 2 spatial modes and a temporal one. In this context, in terms of tensor unfolding, the 3-
mode tensor can be represented by 3 subspaces, where each subspace is computed from one
of the tensor unfolded modes. This tensor unfolding procedure is shown in Figure 5.1. The
tensor unfolding maneuver is relevant for the interpretability of the modes, as it is in the case
of medical image analysis [156, 157].

As mentioned in previews chapters, in computer vision, subspaces are systematically employed
to express pattern-set data. The Mutual Subspace Method (MSM) represents pattern-sets by
a subspaces computed by eigen-decomposition, for instance. Advantages of using MSM include
its extremely compact representation and its robustness to noise. For example, it is reasonable
that 20% of the basis vectors generated by eigen-decomposition can efficiently represent 90%
of a particular pattern-set. Product Grassmann Manifolds (PGM) is one example of the use
of subspaces to represent tensor data, as in action recognition problems [158, 159]. In this
case, PGM extracts subspaces from tensor data and represents them as a point on the product
space of 3 Grassmann manifolds, where each subspace corresponds to a point on one of the
Grassmann manifolds. It is worth noting that PGM is capable of handling more than 3 modes,
although the application of action recognition requires only 3 modes. Then, the classification is
performed based on the chordal distance [160, 161] on the product manifold. It is known that
the chordal distance on a product manifold is equivalent to the Cartesian product of geodesics
from the manifolds [162, 163]. By incorporating the chordal distance on the product manifold,
we may express the relation between the subspaces of all available tensor modes in a unified
design. The nearest neighbor classifier using the chordal distance on a Grassmann manifold is
equivalent to the MSM. According to this theoretical relation, PGM and MSM are equivalent
in regarding pattern-set representation. Although MSM has been established as a standard
framework in the research field of pattern-set recognition, solving many practical problems, its
discriminant ability is known to be insufficient, since each class subspace is created without
reflecting the between-class relationship. Therefore, PGM inherits the main disadvantage of
MSM: absence of a discriminative mechanism.

In [6], the concept of the difference between two subspaces (DS) is proposed. The DS minimizes
data redundancy while extracting suitable features for classification. Then, further refinement
of this method was introduced to handle multiple class subspaces by using the GDS, as dis-
cussed in chapter 3. More precisely, GDS projection acts as a feature extractor for MSM.
Since GDS represents the difference among class subspaces, the GDS projection can increase
the angles among the class subspaces toward orthogonal status. As a result, GDS projection
operates as a quasi-orthogonalization process, which is a practical feature extraction for any
subspace-based method. These operations allow the generation of discriminative features, over-
coming the limitations of MSM. Despite its useful properties, GDS has not been yet employed
in tensor data applications since, in such applications, the ordering relationship between the
patterns must be preserved. As GDS is based on the eigen-decomposition of the pattern-sets,
the temporal relationship between the patterns is usually lost.
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In this chapter, we introduce the n-mode GDS projection, which is able to extract discrimi-
native information from tensor data and to provide suitable subspaces for tensor data classifi-
cation. Under this formulation, we can efficiently express tensor data as a point on a product
manifold [158, 159], simplifying the tensorial data representation, as well as inheriting the main
characteristics of GDS. In order to evaluate the quasi-orthogonality properties of the proposed
method, we develop a new separability index based on the Fisher score. Since the Fisher score
is not able to handle tensorial data, we redefine the traditional Fisher score formulation to
handle tensor data. Once the n-mode GDS is embodied into the product manifold, we can
represent the relationship between all modes of a tensor in a unified design. Besides, we can go
further and evaluate each mode separately, providing information to create a flexible measure
of similarity [164]. This measure of similarity is developed as weighted geodesic distance. In
summary, the main contributions of this chapter are as follows:

1. We propose a novel tensor data representation called n-mode GDS.

2. We incorporate the n-mode GDS projection on the conventional product manifold, pro-
viding a tensor classification framework.

3. We optimize the proposed n-mode GDS projection on the product manifold space
through a redefined Fisher score designed for tensor data.

4. We introduce an improved version of the geodesic distance, which incorporates the im-
portance of each tensor mode for classification.

We have evaluated the proposed approach on five video datasets containing human actions
and compared its results with the results achieved by other state-of-the-art approaches. The
experimental results have shown that the n-mode GDS outperforms conventional subspace-
based methods on action recognition in terms of accuracy. Moreover, the proposed n-mode GDS
does not require pre-training, which is an advantage in several applications where pre-trained
models are scarce.

5.1 Proposed Method

In this section, we first introduce the tensor matching problem. From this formulation, we show
the procedure to extract subspaces from tensor data. Then, we present the GDS projection
to provide discriminative properties. After that, we describe the formulation that encloses the
geodesic distance and its improved version to compute the similarity between tensors. Finally,
we present the Fischer score for n-mode subspaces.

5.1.1 Problem Formulation

Multi-dimensional data is usually represented by a set of modes (n-mode tensor) in order to
reduce computational complexity. This procedure has the immediate advantage of allowing
parallel processing. Besides, the n-mode tensor representation permits the examination of the
correlations among the various factors inherent in each mode.

Given two n-mode tensors A and B, we can formulate the tensor matching problem by two
steps. First, we create a convenient representation, where A and B can be expressed in a
compact and informative manner. Second, we establish a mechanism to produce a reliable
measure of similarity between these representations, allowing the comparison of A and B.
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Figure 5.2: Illustration of the geodesic and the Euclidean distance on the product manifold. (a)
The Euclidean distance is the distance calculated when directly connecting A and B, which is
the shortest distance between them. (b) Differently, the geodesic distance exploits the manifold
surface, reflecting the actual distance between A and B. (c) By employing the n-mode GDS
projection, we improve the geodesic distance, since discriminative information is uncovered.

5.1.2 Tensor Representation by Subspaces

The tensors A and B present distinct properties in each mode. For instance, in the case of
video data, where n = 3, we have two spatial modes and a temporal one. Thus, each mode must
be analyzed independently, according to its factors. To simplify this procedure, we employ the
unfolding process. We denote by X = {Xi}ni=1 the set of unfolded images corresponding to the
mode-1, mode-2 and mode-3 unfolding of A , respectively. The same procedure is conducted
on the tensor B, resulting in Y = {Yi}ni=1.

Eigen-decomposition can be exploited to derive a set of eigenvectors for each element of X and
Y . It is expected that the eigenvectors associated to the largest eigenvalues of each element
of X and Y accurately represent their elements in terms of variance maximization [3]. After
selecting these eigenvectors, we obtain the following sets UX = {Ui}ni=1 and UY = {Ui}ni=1,
respectively. Since each mode expresses a distinct factor, it is reasonable to expect that each
set of eigenvectors has a different distribution and property, requiring a disjointed analysis to
represent them accurately. For example, some modes may require more eigenvectors for their
representation than the others.

Now that we have UX and UY , which span the n-mode subspaces P = {Pi}ni=1 and Q =
{Qi}ni=1, we can employ a mechanism to extract more discriminative information from A and
B. At this point, we may employ some of the available techniques to enhance the subspace
representation [65, 33, 165, 24] to create a set of subspaces D = {Di}ni=1, whereby projecting
the sets P and Q, we obtain suitable subspaces for classification. In our investigations, we
adopt GDS [65], since it provides a reasonable balance between robustness and computational
complexity considering that it is mainly based on eigen-decomposition. Once we have projected
the n-mode subspaces P and Q onto D, we obtain the sets P̂ and Q̂. After we select the
similarity function, we have the essential components to represent and measure the similarity
between A and B. The following sections present the details to compute D.

5.1.3 Generating n-mode Subspaces

In order to compute the n-mode subspaces from a tensor data, we employ the n-mode SVD [155,
166]. The n-mode SVD provides the means to extract basis vectors from unfolded tensors
through the use of the traditional SVD. Given a n-mode tensor A , the objective of n-mode
SVD is to derive a set of orthogonal basis vectors U = {Ui}ni=1 and a core tensor S . By using
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n-mode SVD, every such tensor can be decomposed as follows:

A = S × U1 × U2 × . . .× Un, (5.1)

where the core tensor S includes information regarding the various mode matrices
U1, U2, . . . , Un and each mode matrix Ui contains the orthonormal vectors spanning the col-
umn space of the matrix Xi, which is the result of the tensor A unfolding. This decomposition
provides flexibility, since it gives the tools to analyze each tensor factor independently. Besides,
by employing this strategy, we preserve the computational complexity of SVD, since n-mode
SVD can be implemented by a series of n SVD decompositions. It is important to note that
the employed collection of matrices X do not satisfy the zero expectation condition, (i.e.,
E(Xi) 6= 0, ∀ Xi ∈X), contrasting with the originally proposed n-mode SVD [155, 166].

Previous studies indicate that S contains rich information regarding the relation between the
set U and can be exploited in classification and reconstructions methods [167, 168]. In spite
of its importance, we employ the average canonical angle to describe the relationship between
the n-mode subspaces, which does not require S .

5.1.4 Selecting the n-mode Subspace Dimensions

One of the benefits of using subspaces to represent tensors is that it provides a useful mechanism
to define the compactness ratio, i.e., how much information of the patterns of a particular
mode should be preserved to maintain the trade-off between data contribution concerning
variance and subspace dimension. Given one of the tensor unfolded mode X, E. (5.2) defines
the proportion of the basis vectors employed to describe X compactly [169, 66]:

µ(K) ≤ 100%×
∑K

k=1(λk)∑R
k=1(λk)

. (5.2)

where K is the number of selected basis vectors that span a subspace P , λk is the k-th eigen-
value of X and R = rank(P ). The function µ(·) controls the trade-off between the compactness
ratio of X and its amount of accumulated energy in the first k eigenvectors. This parameter
depends on the complexity of the linear correlations of each tensor mode and is also application-
dependent. For example, when we have a high correlation between the matrices of a particular
mode, or it presents repeated exemplars, its subspace representation will display a compact
shape, i.e., its first eigenvectors associated to the first eigenvalues will explain most of the data.

5.1.5 Generating the n-mode GDS Projection

In a m-class classification problem, P = {Pij}n,mi,j=1 denotes the set of all n-mode subspaces
spanned by U = {Uij}n,mi,j=1. Then, we can now develop the n-mode GDS projection D =
{Di}ni=1 that act on P , to extract discriminative information. Since each mode subspace reflects
a particular factor, it is essential to handle each one independently and compute a model
that reveals hidden discriminative structures. In traditional GDS, this procedure is performed
through the removal of the overlapping components that represent the intersection between
the subspaces. In mathematical terms, the GDS projection can be described as the extension
of the difference vector between two vectors in a multi-dimensional space.

By discarding the components that express the intersection between subspaces, GDS entirely
consists of the required elements for classification [65, 24]. Therefore, by projecting the sub-
spaces onto the n-mode GDS, we expect to extract suitable information for tensor classification.
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Figure 5.2 shows the advantages of using the n-mode GDS projection on the PGM. The Eu-
clidean distance neglects the manifold surface, which may result in information loss. On the
other hand, the geodesic distance exploits the manifold surface, where the n-mode GDS projec-
tion improves the distance between the different n-mode subspace classes. In order to compute
the n-mode GDS, we compute the sum of the projection matrices of each i-mode subspace as
follows:

Gi =
1

m

m∑
j=1

UijU
>
ij , for 1 ≤ i ≤ n. (5.3)

Since Gi has information regarding all class subspaces in a particular mode, it is beneficial
to decompose it to exploit discriminative elements. Applying eigen-decomposition to Gi, we
obtain:

Gi = ViΣiV
>
i , for 1 ≤ i ≤ n, (5.4)

where the columns in Vi = {φ1, φ2, . . . , φRi} are the normalized eigenvectors of Gi, and Σi

is the diagonal matrix with corresponding eigenvalues {λ1, λ2, . . . , λRi} in descending order,
where Ri = rank(Gi). The n-mode GDS projection discards the first few eigenvectors of Gi
with large eigenvalues and retains only the last few eigenvectors of Gi with small eigenvalues.
Thus, the n-mode GDS provides the difference information between n-mode class subspaces.
Therefore, we can define Di = {φαi , . . . , φβi}, where αi < βi ≤ Ri. The n-mode GDS dimension
is defined by maximizing the mean canonical angles between n-mode class subspaces.

input tensor A
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Figure 5.3: Conceptual figure of the n-mode GDS projection. First, we unfold the 3−mode
tensor A and compute its subspaces from the unfolded modes. Then, we project the subspaces
onto the n-mode GDS. The product of manifolds can be exploited to represent the projected
subspaces. Finally, the chordal distance ρ(A ,B) determines the similarity between tensors A
and B.

5.1.6 Projecting the n-mode Subspaces onto the n-mode GDS

Once D = {Di}ni=1 is computed, we can extract more discriminative structures from P =
{Pij}n,mi,j=1. According to [6] and [65], this procedure can be achieved by conducting two differ-
ent approaches. The first approach involves projecting subspaces onto a discriminative space,
then orthogonalizing the projected subspaces by using the Gram-Schmidt orthogonalization.
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The second procedure includes projecting subspaces onto a discriminative space directly, then
applying SVD to generate the projected subspaces. The authors in [6] and [65] established
that these two procedures are algebraically equivalent. In this thesis, we employ the first pro-
cedure, which is consistent with the conventional method. Therefore, the procedure to compute
P̂ = {P̂ij}n,mi,j=1 is:

P̂ij = orth
(
D>i Pij

)
, (5.5)

where the orth(·) operator denotes the orthogonalization and normalization of a set of vectors
by using the Gram-Schmidt orthogonalization.

5.1.7 Representing the n-mode Subspaces P̂ on the Product Manifold

We introduce the product manifold to describe P̂ into a single manifold. This manifold consists
of the product of the projected n-mode subspaces onto the n-mode GDS. In traditional PGM,
however, the subspaces are generated directly from the tensors by employing n-mode SVD.
Although this procedure presents a convenient representation for the tensors, the generated
subspaces may not be ideal for classification. In contrast, we project P onto D before applying
the product manifold. Our objective is to achieve more efficient subspaces for classification.
Therefore, given a set of manifolds M = {Mi}ni=1 composed by P̂ , Eq. (5.6) describes the
product manifold:

MD = M1 ×M2 × . . .×Mn =
(
P̂1, P̂2, . . . , P̂n

)
, (5.6)

where × denotes the Cartesian product, Mi is a i-mode manifold and P̂i ∈ Mi. It is worth
noting that the manifold topology of MD is equivalent to the product topology [170]. The
advantage of using MD is that it provides a combined topological space associated with P̂ .
For illustration, in gesture and action recognition problems, where we handle 3-mode tensors,
we can replace the tensor representation by elements on a product manifold. Therefore, a
tensor data can be regarded as a point on the product manifold MD. Another benefit of
employing MD to represent tensor data is that it provides the means to work directly with
geodesics through the use of the geodesic distance. The geodesic distance between two points
is the length of the geodesic path, which is the shortest path between the points that lie on
the surface of the manifold. Besides, the geodesic distance presents a more accurate similarity
between two points on the product manifold, since it exploits the surface of the manifold [171].
Figure 5.2 illustrates the geodesic distance.

5.1.8 Fisher score for n-mode Subspaces

In this section, we introduce the Fisher score for tensorial class separability index. Traditionally,
the Fisher score F (Ψ) of a transformation matrix Ψ can be defined as the ratio of two variables:
F (Ψ) = F b/F w, where F b and F w are the inter-class and intra-class variability, respectively.
Therefore, a high Fisher score ensures high inter-class and low intra-class variability. We extend
the Fisher score to evaluate subspace separability by re-defining the F b and F w scores as
follows:
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F b =
1

m

m∑
j=1

Sim
(
P̂ µ
j , P̂

µ
)
, (5.7)

F w =
1

v

m∑
j=1

mj∑
k=1

Sim
(
P̂ jk, P̂

µ
k

)
, (5.8)

where P̂ µ
j stands for the Karcher mean of the j-class subspace, P̂ µ is the Karcher mean of

the P̂ µ
j subspaces, m is the number of subspaces in a particular subspace class and v = mmj ,

where mj is the number of subspaces in the j-class. Finally, Sim(·, ·) is a function that measures
the similarity between subspaces. Since F (·) is not defined to handle n-mode subspaces, we
adapt the Fisher score to the n-mode case as the average of the Fisher scores in each mode as
follows:

F b
n =

1

n

n∑
i=1

F b
i , (5.9)

F w
n =

1

n

n∑
i=1

F w
i . (5.10)

Then, the Fn(Φ) = F b
n /F

w
n score is the class separability index for n-mode subspaces, where

Φ = {Φi}ni=1 is a set of transformation matrices. The introduced n-mode Fisher score will be
used as an evaluation tool to select the optimal dimension of D.

5.1.9 Weighted Geodesic Distance

We employ the average of the canonical angles to compare the subspaces of the different modes.
A practical technique to compute the canonical angles between two subspaces P and Q is by
computing the eigenvalues of the product of their basis vectors. Therefore, given UP and UQ,
which span the subspaces P and Q, Eq. 5.11 computes the canonical correlations between P
and Q.

U>P UQ = UΣV >. (5.11)

where the eigenvalues matrix Σ provides the canonical correlations between the princi-
pal angles of UP and UQ and can be exploited to compute the canonical angles, since
Σ = diag(λ1, λ2, . . . , λK). Then, the canonical angles {θk}Kk=1 can be computed using the
inverse cosine of Σ, as {θk = cos−1(λk)}Kk=1. Finally, the average canonical angle θ̄ between P

and Q is defined as θ̄ = 1
K

∑K
k=1 θk, where K ≤ min(rank(UP ), rank(UQ)). Once obtained the

average canonical angles of all the available modes θ̄ = {θ̄i}ni=1, we can introduce the weighted
geodesic distance based on the product manifold, which is defined as:

ρ(A ,B) =

(
n∑
i=1

(
wiθ̄i

)2)1/2

, (5.12)

where we estimate wi by using the Fisher score since each mode will provide a different sepa-
rability index reflecting the importance of each mode in regarding classification:
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wi =
F (Di)∑n
i=1 F (Di)

, (5.13)

where F (Di) is the Fisher score for the projection matrix Di. It is worth noting that when
wi = 1, this distance on the Cartesian product is regarded as the product manifold distance.
The geodesics in the product manifold MD are just the products of geodesics in the factor
manifolds M = {Mi}ni=1. By employing wi, we can exploit the importance of each factor
manifold, which can improve the classification accuracy.

In Eq. (5.12), we must minimize ρ(·, ·) when tensors A and B are observations of the same class.
Otherwise, when A and B represent distinct classes, ρ(·, ·) should return high values. Since
ρ(·, ·) is essentially proportional to the average of the canonical angles between P̂ and Q̂, its
optimization process requires only the proper selection of αi, βi and wi. We can achieve quasi-
orthogonality between the n-mode subspaces by generating the appropriate GDS projection
D, hence, enlarging its geodesic distance on the product manifold. Formally, we can obtain D
as follows:

D = arg maxFn(V ′), (5.14)

where V ′ = {V ′i }ni=1 and V ′i = {φαi , . . . , φβi} is the eigenvector subset of V obtained by the
Eq. (5.4). In the next section, we provide experimental results that support our claim.

5.2 Experimental Results

In this section, we evaluate the n-mode GDS projection to show its advantages over tensor-
based methods for action and gesture recognition problems. First, we present the datasets
and the experimental protocol employed. Next, we provide the visualization of the difference
between the n-mode subspaces. After that, we evaluate the model discriminability by using
the n-mode Fisher score. Then, we compare the proposed approach with related methods.
The tensor modes are evaluated independently and simultaneously, followed by comparison
with related methods. Finally, feature extraction techniques are employed on n-mode GDS
projection framework and comparison with the state-of-the-art is provided.

5.2.1 Datasets and Experimental Protocol

Our experiments were conducted using five datasets. The KTH [172] is a video dataset con-
taining six types of human actions (walking, jogging, running, boxing, hand waving and hand
clapping) executed by 25 subjects in four different scenarios: outdoors, outdoors with scale vari-
ation, outdoors with different clothes and indoors. This dataset consists of 2 391 sequences,
where all videos were recorded over homogeneous backgrounds with a static camera (in most
sequences, but hard shadows are present) with a temporal resolution of 25 frames per second.
In addition, there are significant variations in length and viewpoint. Also, the videos were
down sampled to 160×120 pixels and have a length of four seconds in average. The videos are
divided with respect to the subjects into a training set (8 persons), a validation set (8 persons)
and a test set (9 persons).

We employ the Cambridge Gesture dataset [173] containing 900 video sequences of nine hand
gesture classes. Each gesture class consists of 100 video sequences, and the video was collected
from five different illumination sets designated as set1, set2, set3, set4, and set5. The set5 is
used for the training and the other four sets are employed as test sets.
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The UCF-101 [174] dataset is a large action recognition dataset which comprises 13 320
YouTube video clips of 101 action categories, separated into five categories: Human-Object
Interaction, Body-Motion Only, Human-Human Interaction, Playing Musical Instruments,
Sports. Most of the videos are related to actions performed in sports. The videos duration
varies from 2 to 15 seconds, with 25 frames per second.

The HMDB-51 [175] dataset contains 6 766 video clips, where 3 570 are employed for training
and 1 530 for testing. This dataset presents 51 classes that were obtained from multiple sources,
including movies, YouTube and Google. Both UCF-101 and HMDB-51 datasets present 3
(training, testing)-folds, and we report the average accuracy of the three testing splits. Due
to their complexity, in our experiments, we resize UCF-101 and HMDB-51 videos to 340×256.
Compared to UCF-101, the videos in HMDB-51 are more difficult, since they present the
complexity of real-world actions. The performance of these two datasets is calculated using
the average accuracy.

The Osaka University Kinect Action Dataset [176] contains 10 actions performed by eight sub-
jects and collected by Osaka University. Action types consist of jumping jack type 1, jumping
jack type 2, jumping on both legs, jumping on right leg, jumping on left leg, running, walking,
side jumps, skipping on left leg, and skipping on right leg. The videos were down sampled from
320×240 to 160×120 pixels and have a length varying from 2 to 4 seconds. In addition to the
RGB data, this dataset provides depth and skeleton data. During the data recording process,
illumination conditions and background had few changes. In our experiments, we employed
the depth information to segment the foreground from the background pixels. For evaluation
purposes, we use the leave-one-out cross-validation scheme.

5.2.2 Visualization of the n-mode GDS Projection

In this experiment, we aim to show the visual differences between the images of the unfolded
tensors, the basis vectors, the n-mode sum subspace, and the n-mode principal subspace.
The n-mode GDS projection is computed using two classes of the KTH dataset (boxing and
waving).

(a) (b) (c) (d) (e) (f)

Figure 5.4: Unfolded tensors of the classes boxing and waving of the KTH dataset.

(a) (b) (c) (d) (e) (f)

Figure 5.5: Basis vectors of the unfolded tensors.

(a) (b) (c) (d) (e) (f)

Figure 5.6: The n-mode principal space and the n-mode GDS basis vectors.

Figure 5.4 displays the images of the unfolded tensors. Figures 5.4(a), 5.4(b) and 5.4(c) show
the first 3 frames of the 1-, 2- and 3-mode unfolding of the class boxing. Figures 5.4(d), 5.4(e)
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and 5.4(f) show the first 3 frames of the 1-, 2- and 3-mode unfolding of the class waving. Then,
Figure 5.5 presents the first 3 basis vectors of the respective unfolded tensors. Finally, Figure 5.6
provides the principal subspace and the difference subspace, which are the decomposition
results of the sum subspace. Figures 5.6(a), 5.6(b) and 5.6(c) present the common structures
contained in both unfolded tensors. These structures provide low discriminative information
since projecting different class subspaces will result in closer subspaces and thus decreasing the
canonical angles between them. On the other hand, Figures 5.6(d), 5.6(e) and 5.6(f) provide
the difference between the components contained in both unfolded tensors. In mathematical
terms, the n-mode GDS projection represents the linear combination of the difference between
the samples of a particular tensor mode. This linear combination preserves the discriminative
structures in the form of a subspace, where projecting similar subspaces representing different
classes will result in enlarged canonical angles.

5.2.3 Evaluating the n-mode GDS Projection Separability Using the n-
mode Fisher Score

In this section, we evaluate the separability of the n-mode subspaces using both the Multi
Dimensional Scaling (MDS) and the proposed n-mode Fisher score on the Osaka dataset. The
MDS enables the visualization of the similarity between the n-mode subspaces by projecting
the pairwise canonical angles among the subspaces onto an abstract space. In this experiment,
the video data from the Osaka Kinect dataset were pre-processed by using a people detector,
and the detected patches were cropped. Considering that the cropped patches present different
sizes, we also normalized them to 30×90. Later, linear interpolation was employed to normalize
the number of frames to compound the 30×90×30 tensors. We denote the modes obtained by
tensor unfolding as follows: 1-mode denotes the unfolding in the temporal t-axis direction,
2-mode represents the unfolding of the tensor in the spatial y-axis direction, and the 3-mode
is described by unfolding in the spatial x-axis direction.

The proposed n-mode GDS projection is compared to PGM obtained using MSM on the
unfolded modes. When we compare MSM to the proposed method, we observe that, even
though MSM may operate directly on tensors, it works with only one of the modes. Thus,
the relationship between MSM, GDS, PGM and n-mode GDS is as follows. MSM executes
the pattern-set matching using only one of the available tensor modes. GDS executes the
same strategy as MSM, however, employing a discriminative space to improve its classification
accuracy. PGM, in turn, applies the same approach as MSM but operating in all available
tensor modes. Lastly, n-mode GDS utilizes a discriminative space produced by GDS, but
in each separate mode and executes the fusion of those subspaces through the product of
manifolds. Therefore, by performing this experiment, we can evaluate whether it is worth
using the three modes, a specific combination (e.g., 1-mode and 3-mode) or only one of the
modes.

MSM maximized its accuracy when the dimensions of the subspaces were set to 15, 10, and 12
for the 1−, 2− and 3−mode unfolding, respectively. The number of canonical angles that results
in the best accuracy is 5 for the 2− and 3−mode unfolding and 7 for the 1−mode unfolding.
Using a 10−fold cross-validation scheme, MSM obtained the reasonable accuracy of 74.30%
on the 1−mode unfolding, followed by 71.60% and 62.90% on the 2− and 3−mode unfolding,
respectively. By using the same set of parameters, the PGM achieved 77.67% of accuracy.
Accordingly, the number of basis vectors required to express the videos is very low compared
to the original amount of data contained in the dataset. Moreover, the accuracy attained by
MSM on each separated mode supports the idea that the modes should be exploited in an
unified framework and a discriminative mechanism should be employed.
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Table 5.1: The accuracy and the n-mode Fisher score (in parenthesis) for the MSM and GDS
subspaces.

method 1-mode 2-mode 3-mode

MSM 74.30% (0.57) 71.60% (0.41) 62.90% (0.46)

GDS 81.10% (0.62) 76.50% (0.49) 65.20% (0.51)
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Figure 5.7: 3D scatter plots of Osaka Kinect dataset using MSM. (a) 3−mode, (b) 2−mode
and (c) 1−mode unfolding are represented using MSM. PGM is shown on (d).
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Figure 5.8: 3D scatter plots of Osaka Kinect dataset using GDS. (a) 3−mode, (b) 2−mode
and (c) 1−mode unfolding are represented using GDS. n-mode GDS is shown on (d).
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Figure 5.7 shows the MDS plots of the subspaces obtained using MSM. This figure suggests that
the distance of the subspaces changes according to its mode unfolding, confirming that each
mode may contribute differently to the classification accuracy. The 1−mode unfolding shows
more compact clusters than the others, suggesting that the 1−mode provides slightly more
robust features for classification. Figure 5.7(d) displays the arrangement of the PGM. Com-
pared to the 1−mode unfolding, the PGM presents a lower intra-class separability, although
the clusters of the different classes appear closer, suggesting that the fusion schema adopted
by PGM does not take into consideration the relationship between the different classes.

It is worth mentioning that PGM presents reasonable results in this dataset. Although the
Osaka Kinect dataset provides only ten classes, it provides a challenge for PGM, since the
inter-class distance of some classes are very low due to the similar actions contained in the
dataset. For instance, the classes jumping with the right leg and jumping with the left leg
present subspaces with a high amount of structural overlap, since just a small part of the
subject body differentiates the classes. Taking into account that this discriminative element
may not be present in the subspaces, MSM and PGM cannot describe these cases correctly.

In terms of the n-mode GDS projection, it attained its best accuracy when the dimensions
of the subspaces were set to 17, 12, and 15 for the 1-, 2- and 3-mode unfolding, respectively.
The number of canonical angles that results in the best accuracy is 5 for all the unfolding
modes. Using a 10-fold cross-validation scheme, the n-mode GDS projection achieved 81.10%
of accuracy on the 1-mode unfolding, followed by 76.50% and 65.20% on the 2- and 3-mode
unfolding respectively. By employing the same set of parameters, the n-mode GDS using all
available modes achieved 83.30% of accuracy.

Figure 5.8 presents the MDS plots of the subspaces using the n-mode GDS projection. The
clusters formed by the introduction of the GDS on the unfolded tensors act by reducing the
intra-class distance, creating more recognizable clusters. Figure 5.8(d) presents the relation be-
tween the n-mode subspaces when discriminative structures are available. Visually, it is possible
to observe that the proposed method provides a lower intra-class distance, while improving
the inter-class distance. It is worth mentioning that the increase in inter-class distance seems
to occur in all classes, although very similar classes (such as jumping on both legs, jumping
on right leg and jumping on left leg) still present much overlap, which is expected. Since PGM
has no mechanism to extract discriminative structures, it relies on the data distribution itself,
depending on the structural differences between the tensor subspaces. When two n-mode sub-
spaces representing different classes present high overlap, the similarity between them is high,
and the subspace accuracy decreases. On the other hand, n-mode GDS can detect and remove
the common components existing in similar classes, exposing only the relevant components for
classification. In algebraic terms, n-mode GDS enlarges the canonical angles between similar
classes, since the common structures between the subspaces are removed. This observation is
also supported by the computed n-mode Fisher score of MSM and GDS, listed in Table 5.1.

5.2.4 Evaluating Tensor Modes

In the following experiments, we use KTH and Cambridge gesture datasets. Here, we evaluate
the tensor mode independently and in combinations to determine their contribution regarding
the recognition rate. In this experiment, we compare our proposed framework to MSM, GDS,
and PGM. These methods employ the concept of subspaces and canonical angles, which may
provide an objective interpretation of each mode subspace. In video data, since each mode
assigns to a different factor, each subspace will have a distinct contribution in the classification.
In addition, as advocated in the literature of feature subset selection, two subsets of attributes
which do not operate adequately independently may perform very well when employed in
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combination [177].

Following the experimental protocol of [87], in KTH and Cambridge gesture datasets, the video
data were resized into 20×20×20. For the subspaces dimension, K was chosen to encode 90%
of the variance in the original data. Tables 5.2 and 5.3 list the accuracy results achieved by
MSM and GDS on different modes using Cambridge and KTH datasets respectively. When
1-mode unfolding is employed, both MSM and GDS achieved the highest scores. As expected,
GDS outperformed MSM in both scenarios.

Table 5.2: The average accuracy and standard deviation of different modes and combinations
using the Cambridge dataset.

approach 1-mode 2-mode 3-mode −

MSM 64.55 ± 4.9 40.21 ± 5.9 56.29 ± 5.3 −

GDS 78.29 ± 3.7 51.50 ± 4.3 67.24 ± 4.1 −

approach a-mode b-mode c-mode d-mode

PGM [159] 68.35 ± 2.2 79.23 ± 2.2 61.67 ± 2.4 88.13 ± 2.1

n-mode GDS 74.17 ± 2.2 88.76 ± 2.1 71.33 ± 2.3 93.51 ± 2.1

n-mode wGDS 74.49 ± 2.1 89.11 ± 2.0 71.48 ± 2.3 94.25 ± 1.9

Table 5.3: The average accuracy and standard deviation of different modes and combinations
using the KTH dataset.

approach 1-mode 2-mode 3-mode −

MSM 83.03 ± 3.5 67.12 ± 4.3 71.37 ± 3.9 −

GDS 91.51 ± 1.9 70.78 ± 1.5 83.45 ± 2.1 −

approach a-mode b-mode c-mode d-mode

PGM [159] 80.15 ± 2.8 85.73 ± 2.6 74.56 ± 2.9 96.17 ± 1.7

n-mode GDS 83.84 ± 2.1 91.28 ± 1.9 78.54 ± 2.1 97.33 ± 1.6

n-mode wGDS 84.16 ± 2.1 91.67 ± 1.9 78.34 ± 2.1 98.64 ± 1.4

Tables 5.2 and 5.3 also show the results of PGM, n-mode GDS and n-mode wGDS (weighted
GDS) when the modes are combined, where the a-, b-, c- and d-mode are the combinations 1-2,
1-3, 2-3 and 1-2-3, respectively. The results show that mode combinations improve the accuracy
of all methods, indicating that the time information is a decisive discriminative information. In
addition, the best results are obtained when all the available modes are employed. The weighed
geodesic distance strategy demonstrated to be efficient, validating the strategy of using weights
at each geodesic distance.
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5.2.5 Comparison with Related Methods

For this comparison, we employ the following traditional methods: Discriminative Canoni-
cal Correlation (DCC), Generalized Difference Subspace (GDS), tensor Canonical Correlation
Analysis (TCCA), Multilinear Principal Component Analysis (MPCA), Multilinear Linear
Discriminant Analysis (MLDA), Product Grassmann Manifold (PGM) and Tangent Bundle
(TB). These methods are established in classification problems involving tensorial data and
operate on subspace representations to classify tensor data. According to Table 5.4, PGM and
TB consistently produce competitive results. PGM produces reliable results compared to su-
pervised methods, such as DCC and GDS. This observation is an indication of the advantages
that the unfolding process employed by the tensor representation can provide.

Table 5.4: Cambridge and KTH datasets evaluation.

method Cambridge [173] KTH [172]

DCC [73] 76% 90%

GDS [65] 78% 91%

TCCA [87] 82% 95%

MPCA [178] 42% 67%

MLDA [179] 43% 71%

PGM [159] 88% 96%

TB [180] 91% 96%

n-mode GDS 93% 97%

n-mode wGDS 94% 98%

5.2.6 Comparison with Existing Methods using Handcrafted Features

In this experiment we evaluate the proposed method with state-of-the-art handcrafted fea-
tures and compare it with deep learning related methods. For this comparison, we employ the
3D Convolutional Neural Network (C3D) [181], Two-Stream Network [182] and Two-Stream
Network I3D [183]. The C3D is equipped with spatio-temporal three-dimensional kernels, im-
proving the performance levels in the field of action recognition. Differently, the Two-Stream
Network learns different types of features which are combined for action classification. In this
network, a spatial-CNN is trained to extract appearance features using RGB images, while a
temporal-CNN is trained using optical flow to extract the motion pattern. The streams fea-
tures are then concatenated to represent actions in realistic videos. Although deep learning
approaches have made significant advances in videos related tasks, handcrafted features pro-
duce competitive results compared to the state-of-the-art on many standard action recognition
tasks [184, 185]. These solutions are usually based on improved variations of HOG and HOF,
for instance, improved Dense Trajectories (iDT) [186].

The proposed n-mode GDS can benefits from handcrafted features since its n-mode subspace
representation allows the use of other types of features other than raw features. In this sec-
tion, we investigate the combination of the n-mode GDS and handcrafted features, connecting
the best of both strategies via a single hybrid tensor classification architecture. To evaluate
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Table 5.5: The average accuracy of n-mode GDS and deep learning approaches.

approaches
datasets

HMDB-51 UCF-101

C3D [181] 51.9 85.4

Two-stream [182] 59.4 88.3

Two-stream I3D [183] 80.7 98.0

n-GDS 45.1 73.6

n-wGDS 46.6 75.7

n-wGDS + HOG 48.3 77.1

n-wGDS + HOF 51.8 80.2

n-wGDS + MBH 53.5 82.7

n-wGDS + iDT 55.7 83.9

the synergy between n-mode GDS and handcrafted features, we use HOG, HOF, MBH, and
iDT. These handcrafted features present different characteristics that will be exploited in the
proposed method. HOG is able to extract the local appearance and shape of objects by using
local intensity gradients. In this experiment, the HOG features replace the 3-mode unfolding,
since this mode comprises the appearance of the actions. HOF is a popular handcrafted feature
that can accurately obtain the motion information from videos. It is similar to HOG, how-
ever, HOF includes optical flow data across the frames, preserving temporal information. In
this experiment, the HOF descriptor replace both 1- and 2-mode unfolding. Finally, the MBH
descriptor works by extracting the derivatives of the horizontal and vertical components of the
optical flow. MBH preserves the relative motion between pixels and represents the gradient
of the optical flow. The camera motion is removed, and information about changes in the
motion boundaries is preserved. As a result, MBH is robust to camera motion and provides
discriminative features for action recognition.

In the last experiment, we use the improved trajectory features (iDT), which is a state-of-
the-art handcrafted descriptor proposed by [186] for human action recognition. This robust
descriptor employs HOG, HOF, and MBH, followed by dimensionality reduction and Fisher
vector encoding. Since the above descriptor is based on a 1-dimensional histogram represen-
tation of individual features (HOG, HOF, MBH), they directly model values of given features
and can be directly employed as subspaces in the proposed framework. Table 5.5 lists the
results of I3D, C3D and Two-Stream Convolutional Networks, as well as the results attained
by the proposed method and its combination with handcrafted features commonly used in
the literature. According to the results, the n-mode GDS enhances its results when equipped
with the weighted geodesic distance while extracting features from the modes improves its
accuracy even further. The use of HOG features as the appearance mode improves the n-mode
GDS accuracy in about 2% in both datasets, confirming that extracting appearance features
is beneficial for the proposed method.

While I3D provides the best results in these experiments, the training required for this deep
neural network is preventive for more specific applications. For instance, I3D is pre-trained on
ImageNet and Kinetics Human Action dataset. On the other hand, the proposed method does
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not rely on pre-training, making use of handcrafted features, which covers a broader range
of applications. The use of HOF and MBH increased the n-mode GDS accuracy in about
7%. These features provide temporal information, which is an advantage comparing to HOG
features. Also, the discriminative approach, incorporated with the weighting strategy employed
by the proposed method, presents a competitive result for the n-mode GDS. By employing all
the available descriptors, n-mode GDS projection produces competitive results comparing to
C3D and Two-Stream Convolutional Networks, confirming the effectiveness of the proposed
method.

In this experiment, we can see the effects of the w over the n-mode GDS performance. When the
weight approach based on the n-mode Fisher score is employed, the proposed method improves
1.5% and 2% in both datasets. The weights computed by the n-mode Fisher score generated
0.33, 0.30 and 0.35 for the 1-, 2- and the 3-mode subspace, respectively. The approach shows
to be very efficient mostly because it enables a direct estimation for the importance of each
mode directly, without the use of an exhaustive search. When HOG features are employed to
replace the raw images of the 3-mode subspace features, the n-mode Fisher score estimates the
weights to 0.32, 0.29 and 0.38 for the 1-, 2- and the 3-mode subspace, respectively. This new set
of weights increases the importance of the tensor mode, which uses the handcrafted features,
implying the importance of these features for the tensorial class separability and consequently
to the classification accuracy. This behavior is present in the other experiments, where the
tensor mode employing handcrafted features is reported with higher weights than the other
modes. These observations confirm the hypothesis that interpreting the spatial-temporal modes
across the manifolds is useful, and how to preserve a balance between these modes is essential
to improve the accuracy of the proposed method.

5.3 Final Remarks

In this chapter, we propose a tensor representation and classification method based on Product
Grassmann manifold. By exploiting the geometry metric on the product manifold, the proposed
n-mode GDS projection based on the subspace learning method obtains a discriminative model
on the Product Grassmann Manifold. The n-mode Fisher score is also proposed to evaluate
the n-mode subspace separability of the new model. In addition, we introduce the weighted
geodesic distance into the proposed model.

The proposed method was investigated in action and gesture recognition problems. The high
performance in the classification experiments conducted on different video datasets indicates
that the new model is well suitable for representing high dimensional data and revealing
intrinsic subspaces structures underlying data.

The next chapter highlights specific research directions that would add to the body of knowl-
edge and clarify our understanding of subspace-based representations, especially regarding
improving the fields of machine learning and computer vision.



Chapter 6

Conclusions and Future Directions

In data analysis and machine learning, statistical models that are closed under a class of
transformations are known as invariant. Usually, this invariance has important implications
for classification problems that are associated with the model. In general, invariances carry
information regarding the underlying process that generates a set of observations. This in-
formation allows statistical models to operate under fewer training samples to achieve good
generalization behavior on unseen data. In this thesis, among other contributions, we have
investigated the invariant properties of pattern-sets by its representations through subspaces.

These invariances reflect the pattern-sets’ physical properties and may be applied to represent
and analyze many practical problems. In our studies, we have adopted a geometric frame-
work in which the pattern-set’s statistical behavior is parametrized by subspaces. We handle
pattern-sets as points in a metric space under this framework and analyze them using Grass-
mann geometry theories. The initial advantages of this framework in terms of machine learning
are invariance to the point of view, robustness under small sample size and noise conditions.
Additionally, the introduced methods present low computational complexity, simple implemen-
tation, and strong theoretical background in numerical analysis terms.

We have examined the invariances of pattern-sets in terms of their subspaces in chapter 3.
By this study, we concluded that the traditional subspaces (e.g., MSM and GDS) could not
efficiently represent two-dimensional patterns without loss of information. Also, they cannot
express temporal information, which is mandatory in gesture and action recognition from
videos. To solve these issues, we introduced variants of subspace-based methods in which two-
dimensional structures are well preserved. We also present the concept of Hankel subspace to
express ordered sets of images. Our results present a recognition rate advantage compared to
related methods, which is obtained in reduced processing time.

Chapter 4 presents a discriminative learning approach for shallow networks called Fukunaga-
Koontz Network (FKNet). Our proposal utilizes the fact that subspaces generated directly
from pattern-sets may lose some discriminative information, which may reduce some shallow
networks’ recognition rate. For instance, pattern-sets that share a high amount of data may
provide the same subspace, impairing its representation. Therefore, we employ a discriminative
space developed using the Fukunaga-Koontz Transform to train shallow networks’ weights. The
results provided by FKNet was competitive with modern neural networks in image classification
tasks. Its performance is also superior to the state-of-the-art shallow networks when the number
of training samples is reduced. Encouraged by these results, we developed a semi-supervised
shallow network in appendix A. The objective here is to establish whether the weights of a
shallow network trained with subspaces are efficient under scarce labeled data for training.
This semi-supervised approach is composed of a supervised and an unsupervised subspace,
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which shares the task of learning through datasets containing semi-supervised data. The results
suggest that the proposed network is efficient even when both supervised and unsupervised
data is limited, benefiting practical applications.

We have expanded the range of applications discussed in chapter 3. In chapter 5, we have
considered scenarios where data are not only in the form of matrices but also in the form
of tensors. By enlarging the scope of applications of subspace-based methods, we developed
a method named n-mode GDS to represent tensor data thought discriminative subspaces,
revealing information that was not available previously. We also introduced an optimization
strategy to infer weights for the tensor modes to improve its efficiency in classification tasks.

Through the results obtained by n-mode GDS, we learned that the discriminative spaces pro-
duced by both GDS and FKT could be regarded as a discriminative unsupervised model.
Since their formulations basically employ a sum subspace decomposition, which does not re-
quire labeled information, an unsupervised scenario could be readily exploited. Inspired by
these findings, we developed an unsupervised model in appendix B. The goal here is to con-
firm whether the discriminative subspace provided by FKT is efficient for clustering of tensor
data. In this unsupervised learning scenario, k-means clustering is constructed on a product
manifold, allowing the computation of distances between tensors. As a technical contribution,
we proposed the n-mode Karcher mean, allowing tensors’ geometric mean calculation. The
results suggest that the proposed clustering is efficient for tensor data, benefiting practical
applications.

It is worth noticing that our contributions are part of a compilation of efforts in the research
community to design intelligent solutions able to learn from a wide range of datasets even
when high computational resources are not available. The introduced methods offer competi-
tive results even under small sample size conditions and without the use of backpropagation.
Additionally, as shown in this thesis, they are adjustable to operate on pre-trained models.
In practice, these solutions may be seen as environmental-friendly, since they reuse existing
models, avoiding unnecessary energy consumption.

6.1 Future Directions

In the following, we list a few directions for the methods developed in this thesis. This discussion
is ordered from the most accessible ideas to tasks that would need further investigation and
consideration.

The literature provides several PCA-related algorithms that can express all sorts of data. These
variants may represent text, sound, tables, trees and graphs, to name a few. These variants can
be readily applied to the MSM framework and make use of the subspace analysis advantages.
For a concrete example, complex PCA [187, 188] is able to cope with data in the field of
the complex numbers. By employing complex PCA, an image containing grayscale and depth
information can be easily described as one complex matrix, allowing direct algebraic operations
without concatenation. Other areas that employ complex fields can use this representation,
such as those found in electromagnetic fields, fluid dynamics and quantum mechanics.

In this thesis, we focused on the Grassmann manifold as the main geometric framework of
our methods since it provided flexible tools to develop our ideas. However, in many machine
learning applications, data often originate from a manifold, which may not necessarily be best
described by the Grassmann one. In this case, finding a suitable geometry is a critical task.

Here we list a few interesting manifolds that may be useful for novel applications. For instance,
Lie groups present a simple model for continuous symmetry, such as rotational symmetry found
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in three dimensions [189, 190]. The properties offered by the Lie groups could improve the
shallow networks since its continuous symmetry property may equip shallow networks with
prior information, requiring fewer samples for learning a particular gesture or action.

Another concrete example is found in diffusion tensor imaging, where each pixel of the image
is an SPD matrix, thus forming an SPD (Symmetric Positive Definite) manifold [191, 192].
The main advantage of the SPD representation is the fact that it does not utilize a threshold
for data selection, which prevents information loss. An objective research topic would employ
the SPD manifolds to construct a shallow network. Another option is to employ the SPD
manifolds to represent the modes of a tensor. In our thesis, we expressed tensors by subspaces
exploiting the Grassmann geometry, although SPD manifold can be readily adopted. In this
research line, the manifolds could be even fused using the product of manifolds. For instance,
tensor applications in which one of the modes are proven to present high correlation among
the samples can exploit the compact characteristic of subspaces. More complicated modes may
benefit from the SPD representation.

An interesting example is a Lorentzian manifold, which is a particular case of a pseudo-
Riemannian manifold equipped with Lorentzian metrics. The Lorentzian manifolds are system-
atically used in applications of general relativity [193, 194]. A central assumption of general
relativity is that spacetime can be represented as a 4-dimensional Lorentzian manifold. The
Lorentzian manifold is locally time-orientable, which admits causal structures. A challenging
research venue would be investigating the possibility of exploiting the representation provided
by the Lorentzian manifolds to impose causality in neural networks [195].

For the shallow networks employed in this thesis, the applications of a nonlinear subspace
approach to reveal more discriminative structures appears to be a novel direction. In addition,
the fast training time offered by FKNet may benefit different computer vision problems. Kernel
methods have been studied in the last decades and literature provides a myriad of them,
including a strong theoretical background. Therefore, introducing this knowledge to shallow
networks may wider their range of applications.

Another potential research direction is applying the convolutional kernels produced by FKT or
GDS as an alternative to deep neural networks’ random initialization process. In this direction,
it is expected that a deep neural network’s training time can be reduced by exploiting the
discriminative weights provided by FKT or GDS. This direction is interesting in a scenario
where there is not much time available for training, so the network should be trained in a few
epochs. The intuition behind this concept is that if FKNet and DFSNet achieved comparable
results to the state-of-the-art of neural networks without using backpropagation, it may achieve
higher recognition rates and produce competitive results when an optimization is applied.

The extension of the proposed shallow networks to handle tensor data may provide a practical
and fast solution for video analysis, gesture and action recognition. Since tensor subspaces exist
in the literature, they may offer convolutional kernels to such networks. A simple approach may
borrow strategies from multi-stream networks, where each stream may represent a different
tensor mode. The product of manifolds may be employed to join the stream data in a geometric
approach, or conventional fully connected layers may be employed to extract nonlinear patterns
and classify the input tensor.

Another research avenue would be to investigate how to combine the information from dif-
ferent sources for classification. In general, videos on the web provide audio data, which can
be exploited for information retrieval. Exploiting both sound subspaces and video subspaces
in a unified framework is a feasible task since subspaces for acoustic data exist in litera-
ture [196, 197, 198, 199]. A straightforward solution can exploit ensembling approaches, where
the contribution of audio and video data is weighted to provide a useful model.
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Finally, one may focus on examining different metrics of the product of manifolds and test
the proposed methods on larger scale complex videos. Another research direction would be
to extend the n-mode GDS framework to take into account the nonlinear nature of the data
distribution. For instance, by employing a kernel approach to handle nonlinear patterns [200,
201]. This maneuver may improve the recognition rate, since video distributions present a high
amount of nonlinear patterns.



Appendix A

A semi-supervised convolutional
neural network based on subspace
representation for image
classification

A.1 Introduction

In supervised machine learning, classifiers employ labeled data to create models. However,
in many practical situations, labeled data is often challenging and expensive to obtain. For
example, real-world remote sensing [202], medical image analysis [203], and facial expression
recognition [204]. Besides, the difficulty in finding specialists to label data in certain areas may
lead projects to be unfeasible [66, 169]. In contrast, models based on unsupervised learning
are generated from unlabeled data which, in some scenarios, is readily available and can be
obtained at low cost [205, 206]. For example, meteorological weather data, such as temperature
and pressure, can be obtained inexpensively in environmental preservation projects [207, 208].
In addition, unlabeled images and videos can be obtained in social networks and employed to
train unsupervised machine learning models [209, 210].

There is often no consensus on how to employ labeled and unlabeled data in conjunction to
improve machine learning models due to the large imbalance between labeled and unlabeled
data [205, 211]. Therefore, most classification methods produce models based only on labeled
datasets, neglecting unlabeled data. In order to solve this problem, there is in the literature
a class of learning techniques called semi-supervised learning. This class may be categorized
as supervised learning, though it also makes use of unlabeled data for training. In general,
these techniques employ a large amount of unlabeled data with a small amount of labeled
ones. Many studies show that this kind of combination can provide significant enhancement in
learning accuracy over unsupervised learning [212, 213].

In the context of image classification, however, the supervised approach is dominant. Image
classification is one of the central problems, covering a diverse range of applications including
human-computer interaction [214, 215], image and video retrieval [216, 217], video surveil-
lance [218, 219], biometrics [220, 221] and analysis of social media networks [222, 223]. Con-
sidering this context, deep learning methods, such as Convolutional Neural Network (CNN),
are currently the state-of-the-art in several applications [224, 225, 226].

The literature shows that deep learning [227, 228] has been employed as an alternative to hand-
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crafted features for image classification, like Gabor features [229] and Local Binary Patterns
(LBP) [230, 231] for texture and face classification, and Scale-Invariant Feature Transform
(SIFT) [232] and Histogram of Oriented Gradients (HOG) features [233] for object recogni-
tion [44, 234]. The central concept of deep learning is that all relevant information required
for recognizing image patterns can be structured in an hierarchical model, which can be ob-
tained through iterative learning of the training image patterns. When the amount of available
data is large enough (e.g., ImageNet dataset [99]) and there are no computational resources
restrictions, deep learning models outperform handcrafted features-based methods [235, 236].

Despite its success, the number of parameters to be trained in a typical deep learning model
is huge, consequently requiring a large amount of data to be employed for training, which can
lead to a high computational cost, even when computational resources equipped with GPU are
available. As a result, the computational complexity required from most of the deep learning
architectures prevents some computer vision applications to fully employ the capabilities of
deep CNN.

As an alternative, shallow networks have been proposed to exploit the advantageous char-
acteristics of deep learning models, while lightening the computational cost associated with
its training. Although these networks hold hierarchical structures, their weights are obtained
through non derivative methods, giving them a processing time advantage over the traditional
deep network models by several orders of magnitude. For instance, in [2], a convolutional neu-
ral network with no pooling layers, nor active functions and without end-to-end learning is
proposed. Instead, PCA or LDA are employed to replace the convolutional kernels of a CNN.
While presenting a simple architecture, this strategy exhibited performance comparable to
the state-of-the-art for several image classification tasks. Other examples of similar solutions
include LDA [237], Gabor and ICA [238].

Even though shallow networks have been successfully applied in various recognition tasks,
such methods can only describe either supervised or unsupervised data and are not able to
efficiently exploit both. This paper proposes a convolutional shallow network to solve this issue.
In contrast to the conventional networks [2, 238], the filter banks employed by the proposed
network are produced by both PCA and Generalized Difference Subspaces (GDS) [65, 239],
which preserve the discriminative information among different classes, generating more efficient
representations.

Accordingly, the proposed network can operate on both labeled and unlabeled data, improv-
ing the performance when only small volumes of labeled data are available. This network is
called Dual Flow Subspace Network (DFSNet), due to its flexibility in handling both learning
paradigms. In addition to its advantages, semi-supervised learning is of theoretical interest,
since it makes it possible to understand the mechanisms of human learning [240, 241, 242].

Therefore, our work provides the following contributions:

1. We introduce a new type of filter bank based on GDS. Different from PCA, the filter
banks produced by GDS can efficiently handle labeled data.

2. We introduce a semi-supervised shallow network based on PCA and GDS, presenting a
flexible framework.

In summary, the organization of this appendix is as follows: Section 2 gives a brief review on
shallow networks. Then, in Section 3, we develop the proposed semi-supervised neural net-
work for image classification. Section 4 shows the advantages of DFSNet over current shallow
networks by experimental results using CIFAR−10 and ETH−80 databases for object recogni-
tion, LFW and FERET databases for face recognition and NYU Depth V1 database for scene
recognition. Finally, conclusions and future work are discussed in the last section.
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input image convolution feature mapping classification

Figure A.1: Conceptual framework of the shallow networks investigated in this work. First, the
input image is pre-processed by mean-removal or z-normalization. Then, the normalized image
is processed by convolutional layers obtained by the reshaping of PCA or LDA basis vectors.
The convolutional layers are obtained from either unsupervised or supervised approach. After
that, a feature mapping strategy is applied, which consists of binarization and block-wise
histogramming. Finally, classification is performed by KNN or SVM.

A.2 Related Work

In this section, we provide a brief review on CNN-like shallow networks. This analysis is
important in order to clarify the differences between DFSNet and current methods. In all
these examples, the employed techniques can be conducted as CNN-like architectures based
on local multistage filter banks [115]. The typical framework of these approaches is shown in
Figure A.1. In this framework, the input images are processed by multiple layers, ranging from
2 to 4 layers, followed by a feature mapping and classification. In this section, we will discuss
both supervised and unsupervised shallow networks.

PCANet [2] is an unsupervised shallow network based on CNN, where multistage filter banks
are learned from the data as principal components at the local image patch level. In PCANet,
the eigenvectors of the local patch covariance matrix are employed as filter banks for convo-
lution and feature extraction, followed by binarization and block-wise histogramming. This
straightforward shallow network works well in a variety of image classification benchmarks,
including handwritten and face recognition, achieving performance comparable to the state-
of-the-art.

PCANet has been chosen as the main framework for several applications, including personal
identification from ECG signal [243], traffic light recognition [244], remote sensing [245], medi-
cal image analysis [246] and automatic ship detection [247]. LDANet follows the same strategy
used by PCANet and employs a similar architecture, with the difference that the filter banks
used for convolution are obtained through the LDA basis vectors.

DCTNet [115] is an alternative to PCANet, which employs Discrete Cosine Transform (DCT)
as filter banks instead of PCA. DCTNet creates its filter banks by DCT, achieving a data-
independent network, hence increasing the performance of the network. To reduce the compu-
tational complexity of the learning stages of this network, 2D DCT is also employed. Besides
the low computational complexity, 2D DCT filter banks are independent of data, therefore,
generating a learning-free framework. DCTNet has been widely applied to several benchmarks
of face databases and has shown performance equivalent or superior to PCANet.

Canonical Correlation Analysis Network (CCANet) is introduced in [25], inspired by the flexi-
bility and accuracy rate of wavelet Scattering Network (ScatNet) [248, 249, 250] and PCANet.
It is also an unsupervised shallow network. On the other hand, different from ScatNet and
PCANet, CCANet can handle images that are represented by two-view features, introducing
more flexibility to the framework. Besides, CCANet produces the convolutional kernels by max-
imizing the correlation of the projected two-view variables. Therefore, the weights can reflect
more discriminative information of the same object compared to PCANet and LDANet. The
advantages of CCANet are as follows. First, CCANet can concurrently extract two-view fea-
tures of a single image, which is assumed to minimize intra-class variance. Second, the reduced
number of convolutional stages, in comparison to similar shallow networks. Also, as in PCANet
and LDANet, CCANet does not require backpropagation algorithm to fine-tune its parameters.
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To demonstrate its effectiveness, CCANet was evaluated on several computer vision-related
tasks in [25]. The results showed that CCANet outperformed PCANet and LDANet, for object,
face and handwritten digit recognition problems.

Although PCANet and similar networks achieve high recognition rates in several datasets,
these networks may not extract discriminative features in more complicated computer vision
problems, since PCA does not preserve the relationship between different classes, which can
be useful in pattern classification problems. To lighten this issue, the Discriminative Canonical
Correlation Network (DCCNet) [251] is introduced, where Discriminative Canonical Correla-
tions Analysis (DCC) [73, 252] is employed as filter banks. Learning filters from DCC ensure
that the network will provide discriminative features, generating more representative informa-
tion by using supervised data. DCCNet was evaluated in four datasets, including objects and
images of house numbers classification, outperforming PCANet, and LDANet in these tasks.

Despite its versatility, PCANet only works with unsupervised convolution filters, not making
use of supervised information, when available. To solve this problem, Orthogonal Subspace
Network (OSNet) [253] is proposed to make use of supervised data. The central concept of
OSNet is to express images as subspaces. In this scenario, the subspace representation is more
compact than the traditional image set representation, since it selects the most relevant set
of eigenvectors of an image set. To produce discriminative information, a space is computed
to decorrelate the between class covariance matrix. Convolutional kernels of OSNet can be
efficiently learned from class subspaces and directly employed to produce high discriminant
features in a CNN-like architecture. Another benefit of subspace representation is that it
requires less memory for storage and less processing time. The effectiveness of OSNet is shown
in [253] by experiments using four databases, where OSNet outperformed PCANet.

In order to alleviate the high demand for storage space and computation required to learn deep
features representation, a shallow network named Compact Feature Representation (CFR-
ELM) was proposed [254]. By using an Extreme Learning Machine (ELM) under a shallow
network design, this framework requires less storage space and computational resources, like-
wise the PCANet. This solution consists of the following steps: First, patch-based mean re-
moval is employed, followed by an ELM Auto-Encoder (ELM-AE) feature extraction. Then,
max-pooling is used to compact the features. Finally, hashing and block-wise histogramming
provide the post-processed features. The CFR-ELM was evaluated on MNIST, Coil-20/100,
ETH-80, and CIFAR-10, demonstrating competitive results to the existing supervised shallow
networks.

More recently, Cosine Convolutional Kernel Network (Cosine-CKN) [255] was proposed as an
unsupervised convolutional network architecture that employs a kernel function designed by a
convex combination of a (possibly uncountably infinite) number of cosine kernels. In contrast
to the standard CKN, the introduced approximation is more related to CNN, where the inner
product operator measures the similarity between filters and image patches. Different from
the traditional CNN, Cosine-CKN has fewer hyperparameters, which makes its prototyping
and training much faster. Cosine-CKN was evaluated on several datasets, including MNIST,
CIFAR-10, C-Cube, and FERET. The experimental results demonstrated that this network
reached better recognition accuracy and training time than PCANet and LDANet.

It is important to note that supervised shallow networks are dependent on the availability of
labeled data and that unsupervised shallow networks do not have mechanisms to use labeled
data, when available. In this case, a shallow network whose architecture allows the use of
both labeled and unlabeled data may exhibit a significant advantage, since the network will
be able to employ all types of data available, regardless of whether they are labeled or not.
Besides, such flexibility also reflects the efficiency of the network, which is expected to provide
competitive results concerning accuracy.
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input image semi-super. conv. feature mapping classification

Figure A.2: Conceptual illustration of the proposed shallow network. DFSNet employs two
distinct filters banks which work in complementary directions. In order to reduce the high
dimensionality of the features and increase rotation invariance, the proposed method is followed
by a feature mapping, as is done in most of the shallow networks. Then, the classification is
performed by Linear Support Vector Machine.

Finally, we should point out that PCA and LDA can be regarded as subspace-based meth-
ods, which is a class of learning techniques that employs subspaces to represent the data.
Accordingly, we can introduce more sophisticated subspace methods such as GDS, where the
discriminability of features is enhanced with the orthogonalization process of the different class
subspaces. GDS has been employed in image-set classification problems, achieving robustness
to illuminations conditions. Due to its low computational cost, GDS is preferred compared to
other supervised methods such as DCC or LDA. Another merit of using GDS is that it is robust
to small sample size, which is a persistent problem in computer vision related problems [256].

By using supervised and unsupervised subspaces, we can introduce a shallow network capable
of efficiently exploiting both learning paradigms, providing a very flexible architecture. After a
thorough search of the relevant literature, we believe that this is the first work that introduces
a semi-supervised shallow network based on subspaces for image classification. In Figure A.2,
we show a conceptual schema of a semi-supervised shallow network for image classification. In
the next section, we give details on the proposed architecture.

A.3 Proposed Method

Inspired by shallow networks architectures, this section presents a semi-supervised network
for image classification. The content of this section is organized as follows. First, we provide
notations for the main concepts. Next, we explain the representation of the training images
by patches. Then, we define the procedure of learning convolution filters through subspaces
to generate supervised and unsupervised filter banks. After that, we describe the process of
creating the final feature mapping.

A.3.1 Notations

In the context of this work, we will use the following notations. Scalars are denoted by upper
case letters (e.g., Nu, Mu, N , M , K), vectors by lowercase letters and matrices are denoted
by boldface uppercase letters (e.g., v, A, Xu, Xs). Calligraphic letters will be assigned to
orthogonal basis vectors (e.g., S , M) as well as to filter banks F . The set of filters {φi}Di=1

contains D elements, e.g., {φ1, . . . , φD}. Given a matrix A ∈ RM×N , AT ∈ RN×M denotes its
transpose.

A.3.2 Problem setting

Let us consider a learning problem with two training sets Xu and Xs, where Xu contains Nu

unlabeled and Xs contains Ns labeled images of size M ×N .

The objective of DFSNet is to extract discriminative and representative structures in a way to
maximize the classification result subject to its training data resources. Precisely, subspaces
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should be obtained from unsupervised and supervised training sets hierarchically, such that
the features of different abstractions can be efficiently represented.

Then, given Xu and Xs, we should implement a mechanism that produces 2Z filter banks,
where Z denotes the number of convolutional layers in the network, in such manner that each
layer will be equipped with an unsupervised Fu and a supervised Fs filter bank.

A.3.3 Representation by patches

We extract patches of size K = K1 × K2 from Xu and Xs. This procedure is performed by
taking a patch around each pixel from each one of the Nu+Ns training images. Here, we denote
the set of unsupervised and supervised patches as Pu and Ps, respectively. Given that each
image patch will have size K(= K1×K2), the sets Pu and Ps will then contain Mu = NuMN
and Ms = NsMN patches, respectively.

A.3.4 Producing unsupervised filter banks

The procedure for building unsupervised filters can be implemented in several ways. The liter-
ature points out that data dependent filters (e.g. PCA, CCA) and data independent filters (e.g.
FFT, DCT, Wavelet transform) can be used to generate unsupervised filters. In our proposal,
we will use PCA filter banks due to its flexibility in handling different applications [257, 258]
and its fast training and test processing times.

The procedure to calculate PCA filters is carried as follows: we use the unsupervised patch

set Pu = {pi ∈ RK}Mu
i=1; the empirical mean vector is computed as p = 1

Mu

Mu∑
i=1

pi ∈ RK of Pu.

After that, we subtract the mean vector of each vector pi to form the data centered set Pu.
Once we obtain Pu, we can now build the feature matrix A ∈ RMu×K containing in its rows
each element of Pu.

Once the feature matrix A is obtained, we can compute the auto-correlation matrix Cu =
ATA ∈ RK×K . Now that we are equipped with the auto-correlation matrix Cu, we can move
forward to calculate the matrix Uu of eigenvectors which diagonalizes the auto-correlation
matrix Cu:

Du = U−1
u CuUu, (A.1)

In Eq. A.1, Uu is an K×K orthogonal matrix, i.e., UuU
T
u = UT

uUu = I, where I is an K×K
identity matrix. The columns of Uu that correspond to nonzero singular values compound a
set of orthonormal basis vectors for the range of Cu. Du is the diagonal matrix of eigenvalues
of Cu.

The unsupervised filter bank Fu is defined by the first Du vectors of Uu in descending order
according to the eigenvalues of the matrix Du. Therefore, we define the unsupervised filter
bank Fu as follows:

Fu = UuRu, (A.2)

where Ru is a K × K matrix containing 1 on its first Du principal diagonal entries and 0
elsewhere. After this procedure, we should have an unsupervised filter bank Fu ∈ RDu×K .
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A.3.5 Producing supervised filter banks

There are also many types of supervised methods that can be employed to implement efficient
supervised filters for DFSNet, such as LDA and DCC. In this work we use GDS, which is
suitable for the semi-supervised problem setting since it can work well with even a small
quantity of supervised data. This problem setting, well known as small sample size problem,
is very challenging for LDA and DCC due to its inability to estimate the within-class scatter
matrix adequately in such circumstances. In contrast, GDS avoids this issue by introducing the
subspace representation, which can be stably estimated from even few samples [256]. Practical
examples exist in literature, for instance, illumination subspace can be generated from a set
of at most 9 frontal face images. In this example, the subspace produced by GDS represents
the explicit information about the object shape [65, 259], which is not achievable by LDA or
DCC. Besides, the computational cost of GDS is relatively low for a supervised subspace-based
method [26, 27].

To create the supervised filter banks, we will use the supervised patch set Ps = {pi ∈ RK}Ms
i=1.

For a C class classification problem, it is required to compute a set of C feature matrices
{Aj}Cj=1. For each feature matrix Aj , we need to compute the auto-correlation matrix Cj =

Aj
TAj .

Equipped with all C auto-correlation matrices, we can move forward to calculate the matrix
Uj of eigenvectors which diagonalizes the auto-correlation matrix Cj :

Dj = Uj
−1CjUj , j = {1, . . . , C}. (A.3)

In Eq. A.3, each Uj is a K ×K matrix satisfying UjUj
T = Uj

TUj = I. The columns of Uj

that correspond to nonzero singular values compound a set of orthonormal basis vectors for
the range of Cj . Dj is the diagonal matrix of eigenvalues of Cj . It is important to note that
GDS does not center the data at the mean [65, 24], contrasting to the feature matrix created
using PCA. In addition, unlike PCA, GDS produces a subspace for each class independently,
in order to exploit the correlations among the different classes. Once all the basis vectors Uj

have been obtained, we can then calculate the total projection matrix G as follows:

G =

C∑
j=1

Uj
TUj . (A.4)

The eigen-decomposition of the total projection matrix G produces a K×K orthogonal matrix
Us. The sum subspace S , spanned by Us, can be decomposed into the sum of the following
subspaces:

S =M ⊕D, (A.5)

where D is the generalized difference subspace. By using this decomposition, we can formulate
the subspace that represents the differences among all the subspaces just excluding the subspace
M from the sum subspace S . In practical terms, the filter bank Fs is defined by the remaining
Ds vectors of S after excluding the DM first vectors. This procedure can be implemented by
the following expression:

Fs = UsRs, (A.6)



A.3 Proposed Method 106

input image Pin
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ψ

filtered images

Figure A.3: Illustration of a single convolutional layer. The input image Pin or a feature map
of the previous layer is convolved by unsupervised and supervised filters φ and ψ, respectively,
to yield the output feature maps.

where Rs is a K ×K matrix containing 0 on its first DM principal diagonal entries, 1 on the
remaining Ds principal diagonal entries and 0 elsewhere. After this procedure, we should have
a supervised filter bank Fs ∈ RDs×K .

A.3.6 Filtering an input image

Here, we describe how to filter an input image using the unsupervised and supervised filter
banks developed previously. Since the filter banks are Du and Ds−dimensional subspaces, we
can use each eigenvector of Fu = {φr}Du

r=1 and Fs = {ψt}Ds
t=1 as convolutional filters. Therefore,

given an input image Pin ∈ RN×M , the goal here is to filter Pin as follows:

Vr = mapK(φr) ∗Pin , r = {1, . . . , Du}. (A.7)

Wt = mapK(ψt) ∗Pin , t = {1, . . . , Ds}. (A.8)

In equations A.7 and A.8, the operator mapK(·) maps an input vector y ∈ RK1K2 onto a
matrix Y ∈ RK1×K2 . The symbol ∗ refers to a convolution with zero-padding in the boundary
of the image patch.

It is important to note that the output of the first layer of our proposed network will produce
Ds +Du images. By using the unsupervised and supervised filtered images Vr and Wt , more
subspaces can be learned to create more layers. Usually, more than one layer is employed in
shallow networks, so more features can be extracted from Pin. For instance, for a Z = 2 layers
network, we should learn 4 filter banks, where F1

u , F1
s may be learned from Xu and Xs, and

F2
u and F2

s can be learned from Vr and Wt . Figure A.3 shows the convolution processes using
two basis vectors.

A.3.7 Feature mapping

The feature vectors generated by the convolutional layers of shallow networks are usually very
large, since there are no pooling layers. As the model becomes deeper (i.e., the number of layers
increases), the number of feature maps grows exponentially. The fast growth of the feature
vector severely limits feature extraction performance and processing efficiency. To solve this
weakness, it is required to employ a specific layer to reduce the dimensionality of the feature
vector generated by convolutional layers.
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Figure A.4: Conceptual figure of DFSNet. The network employs two distinct filters banks
based on PCA and GDS. To reduce the high dimensionality of the feature vectors and increase
rotation invariance, the proposed method is followed by a feature mapping that includes bi-
narization and block-wise histogram. Similar to most shallow networks, the classification is
performed by linear SVM.

After filtering the input image Pin, the produced filtered images are concatenated to achieve a
high dimensional vector. For example, given a feature vector generated from a network with the
following set of parameters: K1 = K2 = 8, input image size of M = N = 28, Du = Ds = 5, and
Z = 1. Then, the final feature vector will be a (Du + Ds)(MN) = 7840−dimensional vector.
In this simple simulation, it is clear that a dimensionality reduction technique is required.

For the Z−th layer, NZ
u + NZ

s images will be generated as a result of successive Z convolu-
tions. The number of images in the final convolutional layer depends on the dimension of the
unsupervised and supervised subspaces of each layer and can be obtained as follows:

NZ
u =

Z∏
z=1

Dz
u. (A.9)

NZ
s =

Z∏
z=1

Dz
s . (A.10)

Following the procedure of PCANet, we can convert the filtered images to a set of NZ−1
u +NZ−1

s

images as follows:

Tm
u =

NZ
u∑

z=1

2(z−1)H(Vm), m = {1, . . . , NZ−1
u }. (A.11)

Tn
s =

NZ
s∑

z=1

2(z−1)H(Wn), n = {1, . . . , NZ−1
s }. (A.12)

In equations A.11 and A.12, the filtered images Vm and Wn are binarized using a Heaviside
step-like function H(·), whose value is 1 for positive entries and 0 otherwise. After this pro-
cedure, we achieve NZ−1

u + NZ−1
s integer-valued Tm

u and Tn
s images with pixel value in the

range [0, 2N
Z
u − 1] and [0, 2N

Z
s − 1], respectively. It is worth noting that this dimensionality

reduction is also employed in shallow networks-based transfer learning [227]. Then, each Tm
u

and Tn
s images are partitioned into B blocks, where block-wise histogram is applied. At last,

the feature f = [fu, fs] of the input image Pin is defined as the set of block-wise histograms
bh:
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fu = [bh(T1
u),bh(T2

u), . . . ,bh(TNZ−1
u

u )]T . (A.13)

fs = [bh(T1
s),bh(T2

s), . . . ,bh(TNZ−1
s

s )]T . (A.14)

Most modern networks [260] make use of features of each layer, creating a huge vector. Although
the idea is appealing, we chose to use the strategy employed by PCANet, since it is more similar
to the procedure used by CNN. In the investigated shallow networks, SVM is applied for the
classification. The same classifier is then used with DFSNet.

One of the advantages of our proposed shallow network is its reduced number of parameters
compared to deep learning networks. The hyper-parameters of DFSNet are: the filter sizeK, the
number of layers Z, the number of filters in each layer D1

u, D
2
u, . . . , D

Z
u and D1

s , D
2
s , . . . , D

Z
s ,

and the block size B for the histogram. Figure A.4 presents the proposed shallow network
equipped with two convolutional layers and a feature mapping layer.

A.4 Experimental Results and Discussion

In this section, the effectiveness of the proposed network is evaluated using five datasets:
CIFAR-10 [261], LFW [110], NYU Depth V1 [262], ETH-80 [263], and FERET [264], which
include varied classification tasks such as face recognition, indoor scene recognition, and object
classification. Our experiments are broken down into three main series. First, the visualization
of the filters produced by the proposed network using the ALOI [43] dataset is provided to
verify the similarities among them. Then, feature separability of DFSNet in different scenarios
is analyzed, including when only unsupervised data is available and when just supervised data
is employed. Finally, a comparison with current shallow networks is presented.

A.4.1 Visualization of the filters produced by the proposed method

In this experiment, the unsupervised and supervised filters are presented and analyzed. DFSNet
is trained using the ALOI database with 50% of unsupervised data and 50% of supervised data
in order to make a clear comparison.

ALOI is a database containing 72000 images and 1000 classes. These images were obtained
from several points of view and with variations in the illumination. The ALOI dataset version
that contains only changes of point of view was utilized. For sake of simplicity, DFSNet was
trained with 1 layer, where K1 = K2 = 8. ALOI database provides good examples of high
similar classes, which may expose the difficulties in extracting discriminative patterns. For
visualization purposes, filters employed RGB data. Figure A.5 shows samples of the ALOI
dataset employed in this experiment.

Figure A.6 presents the filters and the filtered images produced by the proposed network.
Figure A.6a shows the unsupervised filters produced by PCA, which are distributed in each

Figure A.5: Image samples of ALOI dataset.
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row according to their eigenvalue in decreasing order, from left to right. Thus, the leftmost
filter of each row is the most representative filter. Regarding the filters produced by PCA, it
is possible to observe that the first filters are very similar to edge and contour detectors and
that the following filters are very similar to texture and color detectors. Although these filters
provide an interpretable view, they are not discriminative, since PCA does not account for the
relation between patterns of different image classes.

Figure A.6b presents the supervised filters generated by GDS. Again, the leftmost filter of
each row is the most discriminative one. In this experiment, we set DM = 2, since this value
reduces information loss. From the filtered images, we can notice that the ones produced by
GDS exhibit higher variability than the filtered images produced by the PCA filter banks.
For example, images filtered by PCA are very similar in terms of color aspects, while images
filtered by GDS present more color variability. This phenomenon is directly related to the GDS
approach, which acts by exposing discriminatory characteristics (that is, features that are not
present in other classes of images), while images filtered by PCA focus on common patterns
(i.e., the principal components). According to this observation, we can confirm that images
filtered by GDS produce more distinctive features than features provided by PCA.

Moreover, in filters produced by GDS, it may be observed that it is difficult to find visually
interpretable patterns, such as those found in filters created by PCA. This behavior is specially
due to the fact that GDS evaluates the differences between edges, contours, color, and textures
generated by all classes. As a result, GDS filters provide less visual interpretability, since they
represent the differences between all subspaces combinations.

A.4.2 Analyzing feature separability in different scenarios

The objective of this experiment is to determine whether supervised information improves
the discriminability ability of DFSNet. To perform this experiment, the proposed method is
trained using only 1 layer in 4 different scenarios: (1) when no supervised data is available, (2)
when unsupervised data is abundant (80% of unsupervised and 20% of supervised data), (3)
when unsupervised and supervised data are balanced (50% of each) and (4) when supervised
data is abundant (20% of unsupervised and 80% of supervised data).

The Multi Dimensional Scaling (MDS) [265] is used to visualize features obtained from 5 classes
of ALOI dataset. These classes, whose images are shown in Figure A.5, were selected due to
their high similarity regarding shape and color. For example, first and second classes, called
here classes A and B respectively, present a similar shape, whereas the three remaining classes
(C, D, and E) exhibit identical texture and color.

Figure A.7a shows the scatter when only unsupervised data is available. In this scenario, the
proposed network is reduced to PCANet, where the filter banks are produced using only unsu-
pervised data. This plot suggests that patterns of the classes C, D and E present a high rate of
overlap, where it is challenging for a classifier to generate appropriate separation hyperplanes.

In Figure A.7b, where unsupervised data is still abundant, but a few amount of labeled data
is also used, patterns of the classes C, D and E present lower overlap when compared to
the previous scenario. In this case, a classifier trained with an appropriate kernel may learn
a feasible solution. The situation where unsupervised data is abundant is the most realistic
among all scenarios investigated in this section.

Figure A.7c shows the illustration where unsupervised and supervised data are balanced. In
this scheme, as expected, Figure A.7c suggests that the overlap between patterns is lower
than in the previous scenario and may reflect the influence of supervised data. Here, GDS
has sufficient supervised data to reduce overlap between the classes considerably and, visually,
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(a) Filters produced by PCA.

(b) Filters produced by GDS.

Figure A.6: Filters produced by PCA and GDS on the ALOI dataset.
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(b) Scenario (2).
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(c) Scenario (3).

1 2 3 4 5 6 7

106

-3

-2

-1

0

1

2

3

4
106

class A
class B
class C
class D
class E

(d) Scenario (4).

Figure A.7: Scatter plots using the first two MDS dimensions showing distances between five
classes of the ALOI dataset on four different scenarios: (1) when no supervised data is available,
(2) when unsupervised data is abundant, (3) when unsupervised and supervised data are
balanced and (4) when supervised data is abundant.
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class C is well separated from classes D and E.

Finally, as it was also expected, Figure A.7d exhibits the best scenario, when supervised data
is abundant. In this illustration, the extracted features are mostly supervised and reveal the
discriminative ability of GDS to remove overlap between classes. Among all the investigated
scenarios, this is less realistic regarding the semi-supervised learning paradigm.

A.4.3 Comparison with related shallow networks

In this section, we compare DFSNet to the following unsupervised shallow networks: PCANet,
DCTNet, CCANet and CFR-ELM, as well as to the supervised shallow networks: LDANet,
DCCNet, OSNet, and CKNet. In the following we describe the employed datasets and, after
that, we show the experimental results.

Datasets and experimental settings

For face recognition evaluation, the FERET dataset [264] is employed. FERET comprises 1196
images from 429 subjects. Images were taken under varying lighting conditions, with diverse
expressions and throughout 3 years. The dataset is divided into gallery and probe. The probe
set is subdivided into 4 sections, as follows: Fb containing different expressions, Fc including
varying lighting conditions, dup-I obtained within the period of 3 to 4 months and finally, dup-
II obtained after 1 and a half year apart from the initial dataset development. We employed
150 × 90 grayscale images with K1 = K2 = 5, L1 = L2 = 8 and the size of non-overlapping
blocks was set to 15 × 15. The dimension of the produced features was reduced to 1000 by
whitening PCA in order to facilitate the comparison with the other shallow networks. These
parameter values were chosen experimentally

We employ ETH−80 dataset for object recognition. ETH−80 contains images of 8 object cate-
gories, where each category includes 10 object subcategories in 41 different image orientations,
resulting in 410 images per category. In total, ETH−80 database contains 3280 images. We
resized the images to 64 pixels. ETH-80 provides images with and without background. To
analyze the behavior of the learning methods, we used the object images with background. In
this experiment, we set L1 = L2 = 8, K1 = K2 = 7, block size 7 × 7 and block overlapping
ratio 0.5. Since ETH−80 does not explicitly provide a training set, we conduct 10 experimental
runs with 2000 training images, which were randomly selected for each run.

We use LFW dataset [110] for a more challenging face recognition evaluation. It consists of
images of faces collected from the web. The faces were detected using Viola-Jones face detector
and cropped into 150×80 pixels. LFW dataset is specially challenging because it was designed
for studying the problem of unconstrained face recognition. Following the standard evaluation
protocol, we perform 10−fold cross validation using the provided 10 subsets, where each subset
contains 300 intra-class pairs and 300 inter-class pairs. In this experiment, we set K1 = K2 = 7,
L1 = L2 = 8, and 15 × 13 for the non-overlapping block size. We report the average result
of the 10 folds. For the final feature, we employ WPCA with a size 3000. Contrasting to the
experimental setup reported in [2], we do not employ the square-root operation on the final
feature to maintain consistency with the other experiments provided in this work.

For object recognition, we use CIFAR−10 [261] dataset that consists of 50, 000 training and
10, 000 test images. The large variability in scale, viewpoint, illumination, and background
clutter of images in CIFAR-10 poses a significant challenge for classification. In this experiment,
we set K1 = K2 = 5, L1 = 40, L2 = 10, and 8×8 for the overlapping block size with overlapping
ratio of 0.5. Different from the experimental setup reported in [2], we do not employ spatial
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pyramid pooling in order to evaluate only the convolution method. Instead, we employ WPCA
to produce a final feature vector of size 1000.

We also use NYU Depth V1 dataset [262], that was collected by the New York University. The
dataset includes depth information, which contains both geometric information and distance
of objects. NYU Depth V1 dataset consists of 2347 pairs of images grouped into 7 categories,
including bathroom, bedroom, bookstore, cafe, kitchen, living room, and office. In this exper-
iment, we employ K1 = K2 = 7 and L1 = L2 = 8. Exceptionally for LDANet, the number of
filters is set to 6, since the reduced dimensionality must be less than the number of classes.
For fair comparison, we adopt the same parameter setting for all the evaluated networks and
we report results for the RGB data.

Results

Since the amount of unsupervised and supervised data may vary according to different applica-
tions, four versions of DFSNet are provided as follows: (1) when unsupervised data is abundant
(80% and 20% of unsupervised and supervised data, respectively), (2) when unsupervised data
is slightly more than the supervised one (60% and 40% of unsupervised and supervised data,
respectively), (3) when there is slightly more supervised data than unsupervised one (40%
and 60% of unsupervised and supervised data, respectively), and (4) when supervised data is
abundant (20% and 80% of unsupervised and supervised data, respectively).

For an adequate comparison, the Coiflets and Daubechies orthogonal wavelet transform are
used to extract the low-frequency sub-images of the original images to generate two view fea-
tures for the CCANet [25]. Besides, the TR-Normalization introduced in [115] is not employed
so that we can evaluate the surface networks only in relation to their convolutional filters. As
in PCANet, LDANet, and DCTNet, linear SVM is adopted for the classification step due to
be relatively less prone to overfitting than its non-linear version.

Surprisingly, the investigated shallow networks obtained comparable recognition rates, regard-
less of the learning paradigm used. Although the difference is small, in some scenarios, it is
evident that one learning paradigm presents an advantage over the other. More precisely, when
the amount of training data is not enough to learn a robust model, unsupervised methods offer
an advantage. This observation is visible in the FERET database, where DCTNet has shown
superior results compared to the other methods. When the amount of training data is suffi-
cient to learn a robust model, supervised methods have an advantage, as in the example of
the CIFAR-10 database, where DCCNet produced a very competitive recognition rate. This
observation suggests that applications may benefit from models that employ both learning
paradigms, thus exploiting training data efficiently. More precisely, the required amount of
labeled data to improve the accuracy of the method is relatively low, establishing a better
compromise between the advantages of both supervised and unsupervised paradigm.

According to Table A.1, PCANet and LDANet consistently produce high recognition rates.
PCANet is very competitive, even compared to supervised methods, such as LDANet and
OSNet. This is an indication of the advantages that the multistage model employed by shallow
networks can provide, even in the absence of labeled data. Among the unsupervised methods,
PCANet presented the highest recognition results.

Despite being built using only random Fourier features, CKNet is extremely competitive on
FERET, ETH-80 and CIFAR-10 datasets. This method is very similar to DCTNet, with the
difference that in DCTNet, filters are selected deterministically. CKNet presents the ability to
decode textures, which is inherited from the Fourier descriptors. Besides, Fourier transform
introduces translation, scalable and rotation invariance to the features.
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Table A.1: Recognition rates of the proposed and the related shallow networks.

CIFAR-10 [261] LFW [110] NYU Depth V1 [262] ETH-80 [263] FERET [264] learning paradigm

PCANet [2] 78.67 85.20 79.58 93.96 97.25 unsupervised

DCTNet [115] 73.29 85.33 75.17 89.35 97.32 unsupervised

CCANet [25] 79.11 84.27 77.05 94.33 94.83 unsupervised

CFR-ELM [254] 80.24 N.A. N.A. 95.63 N.A. unsupervised

LDANet [2] 78.33 84.89 76.85 93.87 97.18 supervised

DCCNet [251] 80.68 84.91 77.33 91.21 94.73 supervised

OSNet [253] 78.81 83.69 76.59 94.06 93.07 supervised

CKNet [255] 80.60 83.67 77.21 94.22 93.56 supervised

DFSNet-1 80.77 84.96 80.31 94.23 96.96 semi- supervised

DFSNet-2 80.97 85.29 80.53 94.43 97.28 semi- supervised

DFSNet-3 81.06 85.45 80.61 94.52 97.47 semi- supervised

DFSNet-4 81.20 85.55 80.68 94.66 97.54 semi- supervised

where N.A. stands for not available.

DCCNet and OSNet are subspace-based methods that exploit the concept of constraint sub-
space to create more discriminative features. The fundamental difference between these meth-
ods is that DCCNet employs an iterative process to create its constraint subspace, while OSNet
produces it through the decomposition of the principal subspace M. As a result, DCCNet is
good on CIFAR-10, where the number of classes is low, and the number of training samples
is high, due to the iterative method of calculating the constraint subspace. Also, DCCNet can
represent nonlinear structures, which may be found in the CIFAR-10 database. OSNet is com-
petitive on ETH-80, overcoming DCCNet. In this dataset, the restricted number of training
examples benefits subspace methods based on decompositions, also suggesting that the itera-
tive method employed by DCCNet requires more samples to obtain a more efficient constraint
subspace.

Compared to PCANet and LDANet, CCANet presents competitive results on CIFAR−10 and
ETH−80, while performing not so well on the remaining datasets. This observation suggests
that CCANet is recommended in problems involving object recognition. When applied to the
face recognition datasets, PCANet and LDANet perform efficiently compared to CCANet. In
comparison to PCANet and LDANet, CCANet has the disadvantage of easily overfit to noise
correlations between datasets, weakening its discriminative capability.

DCTNet presents particularly good results in face recognition, achieving high accuracy on
LFW and FERET, which are competitive results compared to PCANet and LDANet. DCTNet
benefits from the ability of DCT to concentrate energy in a few first coefficients. The filter
banks employed by DCTNet make use of the first coefficients and discard the high frequencies
that generally represent noise. As a result, the feature vector produced by DCTNet can be
viewed as denoised data, which shows good results on face recognition datasets.

The CFR-ELM provided impressive results on CIFAR-10 and ETH-80. The method achieved
competitive results on CIFAR-10, outperforming the unsupervised methods in addition to pro-
ducing competitive results to DCCNet and CKNet. These results suggest that the nonlinear
adaptive processing capacity of CFR-ELM inherited from the ELM can learn a rich represen-
tation for CIFAR-10. The CFR-ELM attained the highest results on the ETH-80, suggesting
that object classification tasks can benefit from the auto-encoder mechanism employed by
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CFR-ELM.

The proposed network demonstrated superior classification rate when compared to the other
evaluated shallow networks, confirming the efficiency of employing the unsupervised and su-
pervised subspaces as convolutional layers. When 20% of the information is supervised, the
proposed method performs competitively. These results confirm that the supervised subspace
provided by GDS produces discriminative features that improve the classification rate. CFR-
EML performed slightly better on ETH-80. This result may be somewhat predictable from
that the nonlinear adaptive processing of CFR-EML works effectively on the other datasets.
This point suggests that by adding some nonlinear processing in the generation of the filters,
we may improve our method further.

Here we highlight that the proposed network attained superior recognition rate compared
to the other shallow networks in the CIFAR−10 database. This observation may have been
influenced by the amount of training data that the database presents, as well as the reduced
number of classes. Once a database presents a large amount of training data, DFSNet can
learn discriminative structures efficiently.

Given a small set of labeled data and abundant unlabeled data, GDS attempts to select the
most discriminative subspace from the image classes, providing complementary information.
Feature fusion in neural networks by concatenation or by addition have demonstrated to be a
powerful strategy to provide deeper representations [266, 267, 268]. In this approach, features
from adjacent layers are concatenated to produce a more representative feature. In DFSNet,
we can observe that PCA and GDS work in a similar aspect, since GDS is based on the SVD
of the PCA basis vectors.

Another justification for the proposed architecture is the benefits of using networks in parallel,
such as the Siamese [269, 270] and Two-Stream [271, 272] networks. These networks have the
purpose of extracting more information from data, using an architecture where there are two
networks in parallel.

A.5 Conclusions and Future Work

In this paper, a new shallow network is proposed and tested on face recognition, object recog-
nition, and scene understanding. Unlike conventional shallow networks, the proposed network
is capable of manipulating both supervised and unsupervised data. This ability makes the
proposed network efficient even when a small amount of supervised data is available. Another
advantage of the proposed method is its independence from automatic differentiation algo-
rithms. Because their convolution filters are formed by a decomposition performed by SVD
per layer, this method has advantage when employed in contexts where time is a limiting factor.
The results obtained in the following datasets: CIFAR-10, LFW, NYU Depth V1, ETH-80,
and FERET show that the proposed network is capable of producing highly discriminative
features compared to networks of similar architectures.

The number of layers is a limitation directly associated with the network capacity. Modern
neural networks that produce competitive results, in general, have a very large number of
layers. We understand that the nature of the subspace method causes such a limitation. Since
the basis vectors that span the subspaces are a subset of the basis vectors produced by PCA, an
amount of information, even though small, is lost. The subspace used as the first convolution
filter bank represents a total of 90% of the variation found in the database. As the second
subspace is produced through the images processed by the first subspace and also has a cut-off
margin, the information obtained by the second subspace is of the order of 81%, following
the same threshold factor. This value becomes even lower if we add a third layer. Using the
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same threshold factor, this layer will represent only about 72% of the dataset. Without an
optimization method that can adjust the subspaces to a more suitable direction, adding more
layers makes the method slower, and worse, weakening the network representation.

The second limitation of our method is the absence of pooling. Although the results produced
by shallow networks in general (PCANet, LDANet, and CCANet) are very competitive, the
feature vector provided by such networks are very large. Since there is no dimensionality
reduction mechanisms between the layers, the produced features have exponential growth
according to the number of layers. This problem restricts these networks to no more than
four layers. A pooling method would add robustness to pattern rotations and dimensionality
reduction, which would make feature size independent of the number of layers.

Usually, the training algorithms for neural networks are iterative and, consequently, require
some initial set of parameters from which to start the iterations. Also, training neural networks
is a challenging task that most methods are significantly affected by selection of the initializa-
tion parameters. Motivated by this challenge, the proposed method can be an alternative to the
random initialization process. In this direction, the filter banks of the proposed network can
be employed as the filter banks of a deep neural network during its initialization stage. Since
the proposed networks produce better results than RandNet [2], it is expected that employing
the basis vectors of a subspace may provide better accuracy in fewer iterations.

An important research direction is to extend the proposed network to handle tensor data, which
is recommended for video analysis, like gesture and action recognition. Tensor subspaces exist
in literature and may provide convolutional filters for such networks. In addition, it is possible
to employ CFR-ELM instead of PCANet in the semi-supervised framework. The learning
paradigm employed in this work can be extended to deeper architectures, which can exhibit
the same advantages (e.g., computational cost). In the same research line, the proposed network
can be employed as an initialization method for deeper networks.



Appendix B

Multilinear Clustering via Tensor
Fukunaga-Koontz Transform with
Fisher Eigenspectrum
Regularization

The increasing amount of data produced by sensors requires advanced methods for its process-
ing, storage and analysis. Accordingly, several applications employ data in a tensor format,
such as video and audio data collected from self-driving cars or medical data analysis. In
computer vision, a typical example of tensor data is observed in action analysis from video
data, where both spatial and temporal information is present in a structured form. In this
scenario, the spatial and temporal information can be handled independently within different
representations.

Tensors can be defined as a generalization of matrices, providing a natural representation of
multi-dimensional data. For example, a video clip can be expressed by its correlated images
over the time axis. By making use of vectorization and concatenation procedures, this video clip
can be expressed as a vector, which can be directly used as a training sample for a traditional
machine learning model. Such an approach is found in literature and has shown to be efficient
in several applications. However, recent work have demonstrated that some information loss
may occur during the vectorization process, impairing the learning model [273, 274].

The order of a tensor indicates the number of dimensions it holds, also known as ways or
modes [275, 276]. Tensor unfolding is an operation that reorganizes the tensor data, allowing
the analysis of each mode independently, which may present correlations that are not directly
observed. For instance, a video clip can be described by a 3-mode tensor, providing 2 spatial
modes and a temporal one. Figure B.1 presents this unfolding procedure. The tensor unfolding
operation is suitable for applications where the interpretability of the modes is required. For
instance, medical image analysis usually benefits from an explanation of the machine learning
system employed [277, 278].

The tensor representation is employed in several tasks, such as high-resolution video analy-
sis [279, 280], hyperspectral image classification [281, 282], medical image processing [283, 284],
protein analysis [285, 286] and recommendation systems [287, 150]. By using the tensor repre-
sentation, such applications can benefit from an intuitive design, allowing the development of
efficient solutions.

Clustering has shown to be a useful tool to expose relevant underlying data structures. A
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straightforward solution is to implement a clustering algorithm where vectorized tensor data
are employed. However, such a solution usually provides poor clustering accuracy and results in
intractable computational times, since data vectorization breaks the spatial and time structure
(when available) of the tensor, which prevents interpretability [288, 289].

The Mutual Subspace Method (MSM) [1, 290] is a traditional technique employed for repre-
sentation and classification of pattern-sets. Here, we define a pattern-set as a set of exemplars
belonging to a particular category and further represented by a subspace. In this approach, a
set of patterns is analyzed in a batch instead of individually.

Since subspace is a general term for an abstract algebraic object, here we employ this term to
address the representation of a pattern-set. After its proposal, the MSM has been enhanced to
handle several applications, including audio data [196, 291], image sets [292, 293], and employed
in shallow network architectures [251, 294]. The literature provides recent surveys detailing the
state-of-the-art techniques for pattern-set classification and presents a comprehensive under-
standing of the applications of subspace-based methods [295, 26].

The MSM works by transforming the training data into compact clusters in a low-dimensional
space. These clusters can be efficiently obtained from the set of eigenvectors generated by the
Singular Value Decomposition (SVD) of these sets. Since just a small number of eigenvectors
explains most of the information available in a pattern-set, its compaction ratio is usually very
high. The canonical angles can efficiently compute the similarity between the subspaces of the
available categories. When the canonical angles between two subspaces are low, it is expected
that they refer to the same category.

The advantages of subspace-based methods include its high compactness ratio and its flexibility
to handle different types of data. Due to its advantages, attempts to employ subspace-based
methods for data clustering exist in the literature. For example, the Grassmannian learning
method introduced in [296, 121] for protein clustering and classification shows that learning a
model to represent protein image-sets on a Grassmann manifold avoids the pattern alignment,
enhancing the clustering processing time.

Applications of MSM for clustering of tensor data frequently make use of the Product Grass-
mann Manifold (PGM) [158, 297] to combine the subspaces of each tensor mode. These so-
lutions are employed to solve gesture and action recognition problems, where video clips are
expressed by 3 subspaces, where each subspace is computed from one of the tensors unfolded
modes. In this regard, Fukunaga-Koontz Transform (FKT) is a statistical model that, among
other finalities, aims to decorrelate subspaces of different categories. By utilizing the discrim-
inative space provided by FKT, we previously proposed the Tensor FKT (TFKT) [298] to
cluster tensor data in a discriminative fashion. Our experiments have showed that TFKT
outperformed the PGM on gesture and action recognition tasks.

Encouraged by the results obtained by the recently proposed TFKT, in this paper, we present
a regularization scheme based on the Fischer score [299, 300] adapted to handle tensor data.

A(3)A(1)

A(2)

A1

Figure B.1: Representation of the unfolding procedure of a 3-mode tensor. The unfolding of
the 3-mode tensor A1 provides the matrices A(1), A(2) and A(3).
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The introduced formulation is based on the eigenspectrum regularization [301, 302], and it has
been applied to image-set classification recently [24, 303]. We reformulate TFKT to learn a
regularized eigenspectrum from tensor data in an unsupervised manner, allowing the produced
space to solve a discriminative clustering task.

It is worth emphasizing that, after an extensive literature review, we could not find many
similar works where the FKT projection was employed for unsupervised learning of tensor
data. The eigenspectrum regularization introduced in this work has shown to be useful for face
and object recognition. For instance, Eigenfeature Regularization and Extraction (ERE) and
Locality Regularization Embedding (LRE) improve the Linear Discriminant Analysis (LDA)
capabilities, such as alleviating instability, overfitting, and poor generalization [24, 303]. Based
on the above observations, we extend the TFKT to a more stable framework named the
Regularized TFKT (RTFKT). Our main assumption is that the discriminant ability of the
Fukunaga-Koontz transform is enhanced through the eigenspectrum regularization analysis.

The main advantages offered by the proposed method are 1) Low-computational complexity
representation for tensor data, which is inherited from the SVD decompositions. More pre-
cisely, the time complexity is linear according to the number of modes. 2) Low training data
requirements. For instance, the compact subspace representation requires few patterns to ex-
press a complex class, since the subspaces are linear combinations of the patterns, containing
not only the eigenvectors but also its linear combinations of all available images in a partic-
ular mode, which provide both interpretability and compactness. 3) Flexibility for handling
state-of-the-art handcrafted features.

Therefore, our contributions are as follows: 1) A new framework for tensor data clustering
which provides flexibility to adapt to any existing clustering algorithm with low computational
cost inherited from subspace learning. 2) An efficient eigenspectrum regularization scheme for
multilinear clustering. 3) A new formulation of the mean between two tensors in terms of the
product of spaces. 4) A Fisher score for unsupervised learning of tensorial data.

The proposed method is evaluated on datasets containing gestures and actions in videos.
We also compare it with commonly used tensor clustering approaches for tensor data and
subspace-based methods adjusted to handle tensor data. The obtained results demonstrate
that the proposed RTFKT presents advantages in terms of cluster accuracy when compared
with conventional subspace-based methods for the tensor clustering task. Besides, the em-
ployed approach is efficient when handling scarce training data, which is beneficial in many
applications.

This paper continues as follows. Section 2 provides a brief review of recent advances in cluster-
ing techniques for tensor data. In Section 3, we present the n-mode SVD and its application in
tensor data representation. Then, a detailed description of the proposed RTFKT for unsuper-
vised tensor learning is presented. In Section 4, experimental results employing four datasets
are provided, where we present a comparison with commonly used clustering methods in three
different experimental scenarios. Finally, Section 5 summarizes the main results derived from
this study and suggests potential future directions.

B.1 Related work

There has been substantial work on the development of subspace classification methods for ex-
tracting relevant features of pattern-sets and tensorial data, resulting in relevant applications.
Extensive improvements were proposed to its underlying mechanisms of dimensionality reduc-
tion and projection representation. In this section, We divide the subspace-based methods into
two categories regarding the type of data manipulated: pattern-sets and tensors.
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B.1.1 Subspace-based methods for pattern-sets

The Generalized Difference Subspace (GDS) [65] was proposed as a discriminative mechanism
to enhance the classification of image sets. This method introduced the algebraic concept of
the difference space between two subspaces (DS) and later was extended to the difference space
between multiple subspaces (GDS). The GDS is able to extract differences in the variation of
levels of luminosity, shape, and texture between classes of images. Further, the authors managed
to handle nonlinear inputs by employing Kernel Principal Component Analysis (KPCA). GDS
was validated in several experiments involving face and object recognition with public domain
and privately generated image data sets.

A relevant contribution to protein clustering by using a variant of the Mutual Subspace Method
is presented in [285]. In this work, subspaces representing protein patterns were adjusted to
represent points on a Grassmann manifold, presenting a sophisticated clustering tool. More
precisely, the authors represented the 3D structural features of protein molecules into linear
subspaces generated by PCA from the set of synthesized multi-view images of the protein. The
use of subspaces aims to alleviate the limitations of conventional protein classification methods
establishing an optimal alignment exploiting the structure of the protein in the 3D space. The
authors experimented on the clustering of randomly selected protein from the Protein Data
Bank into four protein fold classes and obtained results competitive to the state-of-the-art.

As a follow-up, an extension of GDS has been proposed for the classification of pattern-sets.
The Generalized Orthogonal Difference Subspace (GODS) [24] presents the advantages of the
subspace-based methods in addition to a higher classification rate than GDS. The authors
highlighted the loss of discriminative information when applying whitening operations to the
covariance matrix that represents the subspace. GODS is the result of the combination of
the GDS with a whitening method, which reduces the discriminative information loss. By
employing the entire space for discriminant analysis, the authors claim to reduce overfitting
and poor generalization, which was presented in GDS. The validation of GODS was shown on
experiments in face and object categorization tasks.

Lastly, the work presented in [304] introduces changes to the representation of GDS, enforcing
the subspace structure to be a convex cone in the positive orthant of the feature space. By
enforcing the positiveness of the features, the authors claim that the convex representation is
more suitable to express images, since the pixels of an image are always positive. As opposed
to image data shrunk by PCA as inputs of the construction of the GDS, the convex cone is
constructed from the outputs of a deep Convolutional Neural Network (CNN). A discriminant
space is also introduced to maximize the between-class variances among the cones. The convex
cones are generated by basis vectors obtained by solving a problem akin to the Tikhonov
regularization by an Alternating Least Squares (ALS) approach [305].

B.1.2 Subspace based methods for tensorial data

Firstly, we cite two groundbreaking works [74, 159] that set the foundation for subspace meth-
ods adapted to tensorial data. The first method proposed, the Canonical Correlation Analysis
for tensorial data (TCCA), is an extension to the canonical correlation analysis (CCA). TCCA
employs the concept of canonical angles to analyze a high order covariance tensor as follows.
Different features are extracted to represent instances in different views. Each set of features is
then used to calculate a covariance tensor, which is decomposed by the sum subspace, obtaining
a subspace that maps the original high dimensional features into low dimensional features.

The second method [159] introduced a model for handling video clips as points in a product
space of three Grassmann manifolds by employing Higher Order Singular Value Decomposition
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(HOSVD). Then, they used the geodesic distance as a similarity measure. The choice of the
geodesic distance was due to the fact that the authors demonstrated that this procedure is
equivalent to the Cartesian product of geodesics from multiple factor manifolds. The approach
was validated by experiments involving action videos captured by the Microsoft Kinect camera.

Furthermore, the Kernel Product of Grassmann Manifolds (KPGM) is also noteworthy [306].
The authors proposed an extension of the product of Grassmann manifolds by introducing a
kernel that maps the points in the product manifold generated by the HOSVD to a Hilbert
space, enhancing discriminative information. The kernel that the authors proposed is derived
from an approximation of the geodesic distance as a projection distance. The KPGM is able
to represent nonlinear patterns appropriately and achieved accuracy rate 5% higher than its
linear version.

Lastly, we refer to the previous work related to this publication TFKT [298], which used the
eigenvectors from unfolded tensorial data decomposed by HOSVD and developed a discrimina-
tive space through the use of the Fukunaga-Koontz transform on each tensor mode. The modes
of tensors are represented as subspaces, subject to a weighting strategy that minimizes inter-
class correlation, subsequently emphasizing discriminative features. Clustering is performed by
applying the hierarchical clustering, computing centroids based on a natural distance function
between tensors, the Frobenius distance. Results of the experiment were comparable to the
state-of-the-art obtained in substantially less time.

Extensive work on subspace representation for pattern-sets and tensor analysis has been pro-
posed. However, most of them address the problem of supervised learning, encouraging the
development of unsupervised techniques. In the next section, we develop the regularized TFKT
for multilinear data clustering.

B.2 Proposed Method

In this section, we describe the clustering problem for multilinear data. From this description,
we show the procedure to extract subspaces from tensor data, followed by how to calculate
their mean, which is necessary for employing the k-means algorithm. Then, we present the
unsupervised TFKT projection to provide discriminative properties. After that, we describe
the procedure to compute the similarity between the subspaces by using the geodesic distance.

We formulate the k-means in terms of n-mode subspaces (which are developed from the n-
mode SVD), and we present the n-mode Fisher score for eigenspectrum regularization. In this
work, we develop the k-means clustering, but other clustering methods may be applied.

Multidimensional data is typically described by a set of modes to reduce computational com-
plexity. This approach has the immediate advantage of providing parallel processing in addition
to allowing the exploration of the correlations among the various factors inherent in each mode.
In multilinear data clustering, a set of tensors and a pre-defined number of clusters is provided,
and the task is to divide this set into groups, where instances in the same group share specific
properties.

In this work, we employ the k-means clustering, since this algorithm has shown to provide
stable solutions for data clustering in several tasks [307, 308, 309, 310, 311]. Also, k-means
facilitates the comparison with existing methods. One of the main steps of k-means is to
compute a data mean. Since the n-mode tensor data is represented by subspaces utilizing the
concept of n-mode subspaces, the data mean employed in this work is defined by the Karcher
mean. As will be discussed, the Karcher mean is the Riemannian center of mass [312] and
provides a practical estimation of the cluster mean in geometrical terms.



B.2 Proposed Method 122

Many studies address the problem of computing the geometric mean for a set of matrices.
Two of the most influential works are Ando-LiMathias (ALM mean) [313] and Bini-Meini-
Poloni [314] and Izumino-Nakamura [315] (BMP mean). ALM is presented in an iterative
method, and BMP is its optimized version, which presents the same properties of ALM. The
list of properties includes, but is not limited to, commutativity, joint homogeneity, permutation
invariance, monotonicity, and continuity [316]. We decided by using the Karcher mean, or
Riemannian geometric mean, because it presents the same properties provided by the ALM
and BMP means, with computational advantage for modern computers.

Another important step in the k-means clustering is to compute the distance between the n-
mode subspaces. In this work, we provide a similarity measure based on the geodesic distance
on the product of Grassmann manifold. This formulation exploits the rank of each n-mode
subspace to select the most useful canonical angles in each mode. In addition, the geodesic dis-
tance allows the exploitation of the manifold terrain, which provides more precise information
for clustering comparing to the Euclidean distance, for instance.

B.2.1 Multilinear data representation by subspaces

As previously mentioned, multidimensional data is normally described by a set of modes. For
instance, video data usually present two spatial modes and a temporal one, suggesting that
each mode exhibit dissimilar characteristics. Consequently, we understand that each mode
must be examined independently, exploiting its inherent attributes.

The unfolding of a tensor is a procedure where matrices of a given tensor A1 are extracted,
facilitating the analysis of each mode. Taking video data as an example, 3 sets of unfolded
planes are obtainable.

The literature provides advanced techniques to derive a set of eigenvectors for each set of planes
of A1. Among these techniques, n-mode SVD is commonly used to describe such tensors. By
employing the n-mode SVD, the obtained eigenvectors associated with the largest eigenvalues
of each set of planes of A1 represent their elements in terms of variance maximization [317].

A selection procedure is then applied, where the resulting set of eigenvectors U = {Ui}ni=1

represents A1 compactly. Due to its flexibility, this formulation allows an independent analysis
to represent each mode accurately. For illustration, a mode may require more eigenvectors for
its representation than the others, due to its complex distribution.

In a discriminative clustering task, after obtaining the set of eigenvectors U of all available ten-
sors, a discriminative mechanism should be developed to improve the clustering performance.
Usually, the subspaces employed to represent multilinear data present a high level of overlap-
ping, reducing the scope of its applications. Besides, the n-mode subspace representation is
not ideal for clustering because the relation between different clusters is not estimated.

In order to obtain discriminative information, we can apply some subspace-based methods.
However, the available methods are mainly dependent on labeled data [65, 24], which pre-
vents its direct application on clustering methods. In this work, we develop a variant of Ten-
sor Fukunaga-Koontz Transform (TFKT) with eigenspectrum regularization, which works by
decorrelating the n-mode subspaces of different classes. The objective of TFKT is to improve
the n-mode subspace representation, exploiting the underlying manifold of the data, which
facilitates achieving a useful low-dimensional representation. The following sections show the
details to develop the TFKT projection and its application in multilinear data clustering.
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B.2.2 Computing the n-mode subspace via n-mode SVD

The n-mode SVD is a general decomposition method for multilinear data where an unfolded
tensor can be factorized using efficient SVD implementations [318, 319]. Although we use the
example of a problem with a 3−mode tensor, TFKT is not limited to n ≤ 3. Let A1 be a
3−mode tensor representing a video sequence, A1 is unfolded along all the three modes to A1,
A2 and A3 matrices. Each of these matrices can be decomposed using SVD as follows:

Ai = UiΣiV
>
i . (B.1)

In Eq. (B.1), Σi is a diagonal matrix, Ui and Vi are orthogonal matrices spanning the column
and row spaces of Ai respectively. Then, each video sequence expressed by the 3−mode tensor
can be represented as:

A1 = S ×1 V1 ×2 V2 ×3 V3. (B.2)

In Eq. (B.2), S is a core tensor, Vi is an orthogonal matrix from the n-mode SVD decompo-
sition and ×n denotes n−mode multiplication. Since the matrix Vi is orthogonal, its rows or
columns can be used as a basis of a linear subspace, and mapped onto a point on a manifold.
In cases where A1 represents a 3 mode tensor, the orthogonal matrices V1 and V2 are the
horizontal and vertical motions, and V3 is the variation of the appearance over the time axis.

It is worth noting that we employ the modified version of the n-mode SVD, following the
traditional PGM approach [158]. Instead of using the left eigenvectors in Eq. (B.1), we employ
the right eigenvectors Vi, since Ui spans the column space associated with nonzero singular
values. Due to this fact, Ui is a point on a special orthogonal group, which does not present
a closed-form solution for computing the geodesic distance [320]. Differently, the right eigen-
vectors Vi spans the row space associated with nonzero singular values and is a point on a
Grassmann manifold.

Previous studies indicate that S carries information concerning the relationship between the
tensor modes and is employed in classification and reconstructions methods [318, 319]. In spite
of its importance, we apply the canonical angles to explain the connection between the n-mode
subspaces, which does not require S . An advantage of using the n-mode SVD decomposition
is that we benefit from the computational complexity of SVD, since n-mode SVD can be
implemented by a series of n SVD computations.

B.2.3 The n-mode Karcher mean

The subspace approach for tensor data provides advantages, however, the computation of the
mean of two subspaces is not trivial. The Euclidean mean may be applied, but the delivered
point will mostly lay outside the product manifold, which impairs the representation and
prevents interpretability. In addition, some clustering algorithms (e.g., k-means, mean shift)
require the computation of the data mean at some point.

The Karcher mean [321] is an algorithm that computes the mean on the Grassmann manifold
by solving an optimization problem [322]. This procedure computes a point on a Grassmann
manifold that minimizes the geodesic distance to all available points in a given set.

The Karcher mean was employed for clustering into the Riemannian manifold in [323] and
demonstrated competitive performance for machine learning tasks. Encouraged by these re-
sults, we develop the n-mode Karcher mean, where the optimization problem is performed on
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each mode subspace, allowing its utilization on the product of Grassmann manifolds. By com-
puting the Karcher mean on each Grassmann manifold, we ensure that the n-mode Karcher
mean exists on the product of the Grassmann manifold. Thus, our optimization problem is
defined as follows:

P = arg min
P ∗∈M

p∑
j=1

g(P ∗, Pj)
2. (B.3)

In Eq. (B.3), P ∗ is a point on the product of manifolds M , P = {P i}ni=1 is the n-mode Karcher
mean spanned by U = {U i}ni=1 and g(·, ·) is a function that measures the geodesic distance.

Algorithm 1 n-Karcher({Uij}n,pi,j=1, εi > 0)

1: U ← {U i1}ni=1 . Ensures that the initial point is on the neighborhood.
2: for i← 1, n do
3: repeat
4: αi ← 1

p

∑p
j=1Glog(U i, Uij)

5: U i ← GExp(U i, αi)
6: until ‖αi‖ < εi
7: end for
8: return U ← {U i}ni=1

Algorithm 2 GLog(X,Y )

1: [E,Σ,D>]← svd((I −XX>)Y (X>Y )−1)
2: Θ← tan−1(Σ)
3: return EΘD>

Algorithm 3 GExp(X,Y )

1: [E,Σ,D>]← svd(Y )
2: return XD cos (Σ) + E sin (Σ)

The n-mode Karcher mean is shown in Algorithm 1. Given basis matrices U = {Uij}n,pi,j=1

which span the subspaces P = {Pij}n,pi,j=1, we can generalize the first-order gradient descent
algorithm defined in [324] to compute the n-mode Karcher mean by sucessives computations
through the n available modes.

The n-mode Karcher mean is initialized with the {U i1}ni=1, which ensures that the point
is on the product of manifolds and in the neighbourhood. Then, all the n-mode subspaces
P are mapped to vectors through the logarithmic map onto the tangent space by using the
Algorithm 2. As the tangent space is Euclidean, the conventional average of the tangent vectors
can be computed. After that, this vector can be remapped to the manifold through the inverse
of the logarithmic map, called the exponential map by using the Algorithm 3. The result is a
new estimate for the mean. Through successive steps of the operations above, we can move the
estimate towards the negative gradient direction, effectively computing a better approximation
of the mean, i.e., the minimizer of Eq. (B.3).

B.2.4 Choosing the n-mode subspace dimension

The reduced dimension d is one of the most important parameters for subspace-based methods.
By selecting an adequate subspace to represent a tensor mode, the trade-off between memory
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Figure B.2: Conceptual figure of the n-mode Karcher mean. The unfolded tensors A and B
are unfolded and the n-mode subspaces P1 and P2 are extracted. The n-mode Karcher mean
P is computed on the product of manifolds, where g1 + g2 minimizes the geodesic distance
between P1 and P2.

storage and representation can be highly optimized. Similar to PCA, we define d by the cu-
mulative energy of the eigenvectors, i.e. given the remaining energy rate r (0 < r < 1), d is
defined as follows,

d∗ = arg min{di ∈ N :

di∑
k=1

σk ≥ r
L∑
k=1

σk}, (B.4)

where σk is the k-th largest eigenvalue of the auto-correlation matrix of Ai and L = rank(Ai).
For different datasets and applications, it is not trivial to set r uniformly. Therefore, a straight-
forward way of tuning r is needed for better performance. For the sake of computational
tractability, here we set r = 0.95 in all our experiments.

B.2.5 Computing the unsupervised TFK transformation

The objective of TFKT is to employ the subspaces generated by n-mode SVD to obtain
discriminative information. Since we use n−mode subspaces, n transformation matrices should
be computed. We extend the traditional FKT framework proposed by Fukunaga & Koontz [325,
326, 327] to handle multilinear data, computing a transformation matrix per mode which will
then be employed to extract discriminative information from the n−mode subspaces.

In this framework, the set F = {Fi}ni=1 contains the transformation matrices computed from
the n-mode sum subspaces. Here we consider the case that m n−mode subspaces are available.
Then, we compute the sum of the projection matrices Gi as follows:

Gi =
1

m

m∑
j=1

Wij . (B.5)

In Eq. (B.5), Wij is the projection matrix corresponding to the j-th subspace of the i-th mode
and can be easily computed as follows:

Wij = Vij V
>
ij . (B.6)

Then, by employing the eigenvectors and the eigenvalues of Gi, the whitening matrix Fi is
obtained by the following equation:
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Fi = Λ
−1/2
i H>i . (B.7)

In the above formulation, Λi is the diagonal matrix with the k-th highest eigenvalue of Gi as
the k-th diagonal component, and Hi is the matrix whose k-th column vector is the eigenvector
of Gi corresponding to the k-th highest eigenvalue.

Eq. (B.7) shows analytically how the decorrelation mechanism of TFKT acts on the n-mode
subspaces. It is well-known that the principal components of Gi provide information about
the common structures contained in all n-mode subspaces. Then, Λi carries information about
the importance of each principal component in terms of the reconstruction error. The common
structures provide little or no discriminating information since these structures approximate

the subspaces. By computing Λ
−1/2
i , we directly obtain a weight that can be used to adjust the

principal components of Gi, assigning more importance to the most discriminating elements
and penalizing the less discriminative ones. Although this formulation provides a practical
approach to weight the eigenvectors of the n-mode sum subspace, the values of Λi employed
by the original definition provide no regularization and may overfit the training data. Therefore,
a regularization procedure is required.

B.2.6 Projecting the n-mode subspaces onto the n-mode FKT projection

Once F = {Fi}ni=1 is computed, we can extract more discriminative structures from P =
{Pij}n,mi,j=1, where n and m denote the number of modes and samples, respectively. According
to [65, 24], this procedure can be achieved by conducting two different approaches. The first
approach involves projecting subspaces onto a discriminative space, then orthogonalizing the
projected subspaces by using the Gram-Schmidt orthogonalization. The second procedure in-
cludes projecting subspaces onto a discriminative space directly, then applying SVD to generate
the projected subspaces established that these two procedures are algebraically equivalent. In
this work, we employ the first procedure, which is consistent with the conventional method.
Therefore, the procedure to compute Ṗ = {Ṗij}n,mi,j=1 is:

Ṗij = orth
(
F>i Pij

)
, (B.8)

where the orth(·) operator denotes the orthogonalization and normalization of a set of vec-
tors by using the Gram-Schmidt orthogonalization, this procedure ensures that the projected
subspaces are elements of a Grassmannian.

B.2.7 Defining n-mode subspaces Ṗ on the PGM

Formally, a Grassmann manifold (Grassmannian) G (q,D) is the set of q-dimensional subspaces
of RD. An element of G (q,D) is expressed by an orthogonal matrix Y of size D × q, where Y
comprises the q basis vectors for a set of patterns in RD. The geodesic distance between two
elements on a Grassmannian can be efficiently defined in terms of canonical angles.

Now we develop a formulation that allows the representation of the n-mode subspaces onto the
PGM. This formulation allows expressing the Ṗ on the PGM directly in terms of the projected
n-mode subspaces. The literature shows that this representation has been employed in vari-
ous applications such as action and gesture recognition, performing relatively well in diverse
scenarios. However, since PGM is generated directly from the n-mode SVD, no information
regarding the relationship of the clusters are employed, resulting in an impaired representation.
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Differently, the n-mode FKT projection provides a discriminative mechanism for the tensor
data, improving the distance between the clusters. By employing the PGM with the n-mode
subspaces Ṗ , it is expected to obtain an adequate representation for the clustering task. The
following equation describes the product manifold for a set of manifolds M = {Mi}ni=1 com-
posed by Ṗ :

MF = M1 ×M2 × . . .×Mn =
(
Ṗ1, Ṗ2, . . . , Ṗn

)
, (B.9)

The manifold topology exhibited by MF is equivalent to the product topology, which presents
theoretical advantages [170, 328]. In Eq. (B.9), the product space is expressed by ×, Mi is a
i-mode manifold and Ṗi ∈Mi.

The topological space presented by MF simplifies the comparison of the tensor data associated
with its n-mode subspaces since it replaces the subspaces by points on MF . In addition to
simplification, the product space allows the use of more sophisticated distances. For instance,
the geodesic distance on the product of manifolds exploits the local surface curvatures, reflect-
ing the actual distance between tensor data [329]. For manifold data, it is natural to employ
the geodesic distance, which can be developed through the arc length along the surface of the
manifold.

B.2.8 The distance between the n-mode subspaces on the PGM

The canonical angles are usually used for extracting the relationship between subspaces. A
useful procedure to calculate the canonical angles between two subspaces P1 and P2 is by
computing the eigenvalues of the product of their eigenvectors. Therefore, given U1 and U2,
which span P1 and P2, Eq. (B.10) supports the computation of the canonical correlations
between them:

U>1 U2 = AΣB>. (B.10)

The matrix Σ provides the canonical correlations between the principal angles of P1 and
P2 and can be utilized to compute the canonical angles by the following relation: Σ =
diag(λ1, λ2, . . . , λL), where L = min(rank(U1), rank(U2)). Then, the canonical angles {θl}Ll=1

can be computed using the inverse cosine of Σ, as {θl = cos−1(λl)}Ll=1. The geodesic distance
on the product manifold MF between two tensors A1 and A2 can be defined as follows:

g(A1,A2) =

(
n∑
i=1

di∑
k=1

θ 2
ik

)1/2

, (B.11)

Since the subspaces are linear combinations of the unfolded tensors, it represents not only the
selected eigenvectors but also the linear combinations of all available patterns in a particular
mode, which provide interpretability, robustness, and compactness. Given two subspaces, this
representation allows the search for the closest patterns (principal vectors) contained in each
n-mode subspace, providing a highly interpretable model.

B.2.9 k-means clustering on the PGM

The k-means clustering is based on the fundamental idea of least squares, whose main task is
to compute a partition of the dataset into k clusters. Then, the sum of squared deviations of
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these clusters should be minimized. More precisely, the k-means clustering can be performed
as a task of finding the data clusters that minimize the within-cluster sum of squares.

Therefore, given a set of observations A = {Aj}mj=1, where each observation is an n-mode
tensor, the k-means clustering attempts to divide the observations into s (where s < m)
mutually exclusive clusters C = {C1, C2, . . . , Cs} to minimize the within-cluster sum of squares,
as follows:

arg min
C

s∑
c=1

m∑
j=1

g(P c, Pj), (B.12)

In Eq. (B.12), P c is the n-mode Karcher mean of the c-th cluster and Pj is the j-th n-mode
subspace. Once obtained a model that expresses the tensors as subspaces and a formulation
to obtain the geodesic distance, we should provide a regularization strategy where the TFK
discriminative space is optimized. In the following, we introduce a regularization scheme for
the tensor clustering based on an eigenspectrum selection approach.

B.2.10 The n-mode Fisher score for multilinear data

In this subsection, we adapt the Fisher score [299, 300] to estimate the orthogonality degree
between the n-mode subspaces. This score is employed to evaluate the ability of a model D to
decorrelate patterns from different classes and is broadly applied for model selection, consisting
of scoring a nested model according to its discriminative importance.

More precisely, the Fisher score evaluates a given model regarding the distances between data
points in different classes and the distances between data points in the same class. Accordingly,
a high Fisher score ensures high between-class and low within-class variability, which ensures
that D is a stable model for classification.

Since this work employs subspaces to represent multilinear data, we introduce Fisher’s formu-
lation in terms of n-mode subspaces. The average between-class and within-class variability
F(bi) and F(wi) can be defined as follows:

F(bi) =
1

s

s∑
c=1

g
(
P c, P

)
, (B.13)

F(wi) =
1

r

m∑
j=1

mc∑
c=1

g
(
P j , Pjc

)
, (B.14)

where P c stands for the n-mode Karcher mean of the c−th cluster, P is the Karcher mean
of the P c n-mode subspaces, mc is the number of n-mode subspaces of the c−th cluster and
r = m ·mc. Finally, g(·, ·) is a function that measures the similarity between the subspaces.

Then, Zi(M ) = F(bi)/F(wi) is the n-mode Fisher score for n-mode subspaces, where M is a
n-mode projection space. The introduced score is employed to select the optimal dimension of
the TFKT projection. In the experimental section, we provide results that support the use of
the proposed n-mode Fisher score for eigenspectrum regularization.
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B.2.11 Eigenspectrum regularization with n-mode Fisher score

In Eq. (B.15), we need to optimize Λi to reduce overfitting, increasing the efficiency of the
proposed clustering framework. In addition to regularization, we can obtain quasi-orthogonality
between the n-mode subspaces of different clusters as follows:

Λ∗i = arg max
Λi

Zi(Fi), (B.15)

Existing techniques for eigenspectrum regularization exists in the literature. For instance,
eigenspectrum regularization initially proposed in [301, 302] has been successfully applied on
supervised pattern-sets tasks [24, 303].

It is worth mention that these techniques were employed for supervised learning of pattern-
sets. Differently, the novelty in this work is to employ the eigenspectrum regularization in an
unsupervised learning fashion, in addition to its extension to handle multilinear data. There-
fore, given a non regularized eigenspectrum Λi = diag(ω1, ω2, . . . , ωdi), we can regularize it
according to the parameter ρi. We employ the Eigenfeature Regularization and Extraction
(ERE) formulation, which we develop as follows:

ω′k =


ω
−1/2
k if 1 ≤ k ≤ ρi

ωρi if ρi < j ≤ di

(B.16)

Employing the above formulation, finding the optimal Λ?i that maximizes the n-mode Fisher
score is simplified to a problem where the value of ρi maximizes the n-mode Fisher score. The
main intuition behind regularizing the eigenspectrum is that it reduces the variation between
the eigenspectrum of the different clusters. In Section B.3, we provide experimental evidence
that supports our claim.

B.3 Experimental results

In this section, we report results from experiments that aim at evaluating different aspects of
the proposed discriminative clustering for tensor data. We start by describing the employed
datasets and the experimental protocol involved in the evaluation. After that, we present the
visualization of the n-mode Karcher mean, which is necessary to develop the k-means clustering
on the product of manifolds. Then, we compare the proposed approach with subspace-based re-
lated methods. Finally, feature extraction techniques are employed on RTFKT and comparison
with the state-of-the-art is provided.

B.3.1 Datasets and Settings

The Cambridge Gestures database [87] contains 9 gesture classes, reproduced in 5 sets. Each
set provides lighting variation, with 20 exemplars per class, resulting in a total of 900 videos.
Classes contain 3 different hand shapes combined with 3 motions and videos are resized to
20×20×32. Since the video lengths are not normalized, we extract 32 frames from the middle
of each video.
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The KTH Action database [172] presents 6 classes (walking, jogging, running, boxing, hand-
waving, and handclapping), with actions that are performed by 25 different subjects with 4
different scenarios, resulting in a total of 600 videos. The first 3 scenarios consist of actions
performed outdoor, with a uniform background, while the last scenario consists of actions
performed indoor, also with a uniform background.

We employ the HMDB-51 dataset [175], which contains 6766 video samples, divided into 51
action categories that were obtained from multiple sources, including movies, YouTube and
Google. This dataset is especially challenging given that it presents non-sport micro-actions
as smile, chew and kiss, for instance.

The UCF-101 [174] dataset is a large action recognition dataset that comprises 13 320 YouTube
video clips of 101 action classes, divided into 5 categories: Human-Object Interaction, Body-
Motion Only, Human-Human Interaction, Playing Musical Instruments, Sports. These videos
are frequently related to actions performed in sports. The video duration varies from 2 to
15 seconds, with 25 frames per second. We resized both UCF-101 and HMDB-51 videos to
340 × 256. Compared to UCF-101, the videos in HMDB-51 are more difficult, since they
present the complexity of real-world actions.

We conduct gesture recognition using the UMD Keck body-gesture database [330], which
includes 14 different body gesture classes with 640 × 480 resolution. These gestures are a
subset of military signals. A section of the dataset (126 video samples) was captured with
a fixed camera and static background, while the remaining section (168 video samples) was
collected with both camera and subjects in motion during the execution of the gesture. In our
experiments, we employ the same experimental setting provided in [330], where the static and
dynamic scenarios are evaluated independently.

There are some model parameters in the proposed method and baselines that should be ap-
propriately adjusted. For instance, di should be set for PGM and TFKT and di, εi and ρi
should be adjusted for RTFKT. Empirically, the best value of di is application dependent and
has to be chosen to optimize the performance. From our experiments, we have observed that
when di is set to match r = 0.95 (see Eq. (B.4)), the clustering accuracy of the subspace-based
methods attains high performance. The performances of the different clustering methods are
obtained through the ratio between the number of correctly classified tensors over the total
number of available tensors points.

We apply the agglomerative hierarchical clustering algorithm as an initialization procedure
to maintain balance among the evaluated methods. By adopting this strategy, the evaluated
methods are no longer subject to the random initialization of the k-means [331, 332]. In the
hierarchical clustering, each tensor is considered as an individual cluster. At each iteration,
the similar tensors are merged with other clusters until k clusters are formed.

Since we want to evaluate the impact of the eigenspectrum regularization on the clustering
accuracy, we vary the parameter ρi from 5 to di−5 to all the datasets. The error tolerance εi is
also an important parameter in controlling the terminal condition of the n-mode Karcher mean,
which bounds the precision of the mean on the Grassmann manifold [333]. We experimentally
found that a value between 0.01 ≤ εi ≤ 0.001 provides a stable estimation for the mean on the
product space.

B.3.2 Visualizing the n-mode Karcher mean

In this experiment, we aim to visualize the patterns produced by the n-mode Karcher mean.
This visualization may provide insights regarding the model and also whether interpretability
is available. The UMD Keck body-gesture database is employed, where silhouette images from
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two video clips (turn left and turn right) are extracted and then converted to the n-mode
subspace representation.

Figure B.3 displays samples from both actions, where the first image is the initial action
position, the next 4 images (frames 8, 15, 20, 25) are the turn left, followed by four images
representing the turn right action (frames 8, 15, 20, 25). The total frames for each video clip
are: turn left = 89 and turn right = 78. The first 30 eigenvectors from each n-mode subspace,
where n = 3 in this case, were computed and then the n-mode Karcher mean was applied.

Figures B.5 and B.4 show the first 3 eigenvectors of each subspace mode. It is noticeable
that the silhouette appearance is preserved in the first mode and the remaining ones maintain
temporal information. It is also noticeable that temporal information is preserved in the upper
part of the second and third modes for the turn left action. Similarly, temporal information is
presented in the lower part of the second and third modes for the turn right action.
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Figure B.3: Silhouette images extracted from the UMD Keck body-gesture database. This
figure is best visualized in color.

Figure B.4: The n-mode subspaces of the turn left action.

Figure B.5: The n-mode subspaces of the turn right action.

Figure B.6: The n-mode Karcher mean of the turn left and the turn right actions.
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Table B.1: Cluster accuracy of the conventional PGM, Cone Subspace, TFKT and RTFKT.

Datasets PGM PGM + Cone TFKT-1 TFKT-2 RTFKT-1 RTFKT-2

Cambridge 72.51% 75.33% 78.67% 79.93% 79.43% 82.44%

KTH 88.83% 90.71% 93.21% 94.87% 94.03% 95.72%

Figure B.6 shows the first 3 eigenvectors from the n-mode Karcher mean. The eigenvectors
from the n-mode subspaces clearly describe both silhouettes, resembling the mean of the two
gestures. The modes where temporal information is available also resembles the mean of the
patterns. For instance, the temporal information allocated in the upper part of the eigenvectors
of the turn left action and the temporal information displayed in the lower part of the eigen-
vectors of the turn right action are explicitly represented in the eigenvectors of the second and
the third modes of the n-mode Karcher mean. This is the evidence that the n-mode Karcher
mean represents the n-mode subspace mean, providing visual interpretability.

B.3.3 Evaluation using subspace-based clustering methods

Table B.1 lists the cluster accuracy of the conventional PGM and the proposed RTFKT on
Cambridge and KTH datasets. The Cone Subspace is adapted to handle tensor data and is
denoted by PGM + Cone since the cones are employed in a product space similar to the PGM.
The TFKT-1 indicates the original TFKT (which employs hierarchical clustering without
eigenspectrum regularization). TFKT-2 denotes the original TFKT, replacing the hierarchical
clustering by the k-means. The proposed RTFKT-1 employs only hierarchical clustering and
the RTFKT-II employs k-means.

On KTH Action dataset, the cluster accuracy of PGM and PGM + Cone produce inferior
results compared to the ones provided by TFKT-1, TFKT-2, RTFKT-1 and RTFKT-2, sup-
porting the importance of applying a discriminative approach in order to reveal useful struc-
tures for tensor clustering. These results confirm that the KTH dataset can be classified using
TFKT and RTFKT if the number of classes is known in advance. On the Cambridge dataset,
the TFKT/RTFKT and variants also provide better accuracy than PGM and PGM + Cone
when the number of clusters is set to 9.

The eigenspectrum regularization process introduced also improved the TFKT on both
datasets in about 2%, indicating the importance of using a regularization scheme on the set of
orthogonal projections F . The best value of pi was 127 and 151 for the Cambridge and KTH,
respectively, where the computed n-mode Fisher score is 0.86 and 0.91, respectively.

B.3.4 Evaluating RTFKT using Handcrafted Features

In this experiment, we evaluate the performance of our proposed clustering method with state-
of-the-art handcrafted features and compare them with deep learning related methods. We
compare the results of our experiments with the unsupervised LSTM [334] and the unsuper-
vised Deep Learning for action recognition [335]. The experiments are conducted on two stan-
dard benchmark datasets for action recognition in videos: UCF-101 and HMDB-51 datasets.
The proposed clustering is also equipped with improved Dense Trajectories (iDT) video fea-
tures [186]. The iDT video feature is one of the state-of-the-art effective representations for



B.3 Experimental results 134

Table B.2: The average accuracy of RTFKT and unsupervised deep learning approaches.

Clustering methods
Datasets

HMDB-51 UCF-101

Unsup. DL 66.8 90.3

Unsup. LSTM 44.1 75.8

TFKT 35.5 58.1

TFKT + HOG 38.9 63.4

TFKT + HOF 39.3 65.6

TFKT + iDT 42.5 71.3

RTFKT 37.9 64.2

RTFKT + HOG 40.7 68.9

RTFKT + HOF 41.2 70.5

RTFKT + iDT 43.3 73.4

action recognition in videos.

Although deep learning methods have made notable progress in image processing tasks, hand-
crafted features may produce competitive results compared to the state-of-the-art on many
action recognition tasks [184, 185]. Motivated by these results, we understand that handcrafted
features can also be useful to improve the clustering accuracy.

The TFKT can handle handcrafted features by replacing a mode by a corresponding descriptor.
More precisely, the n-mode subspace representation can be used to represent subspaces from
Histogram of Oriented Gradient (HOG), Histogram of Optical Flow (HOF) and iDT features.
A reasonable strategy is to replace the raw features employed to represent the appearance
mode by the HOG features. The mode-2 and mode-3 can be replaced by the HOF features
since it preserves temporal information by exploiting the optical flow data across the frames.
Finally, the iDT features operate on both HOG, HOF, and Motion Boundary Histograms
(MBH), followed by dimensionality reduction and Fisher vector encoding. The iDT can be
directly employed for n-mode subspace representation since iDT is based on a 1-dimensional
histogram representation of individual features (HOG, HOF and MBH).

The n-mode subspace representation provided by RTFKT provides a flexible tool to handle
most of the available handcrafted features. Therefore, to evaluate the RTFKT in presence of
handcrafted features we employ in our experiments HOG, HOF and iDT, which offer many
properties that will be utilized in a complementary manner.

Table B.2 presents the results of unsupervised LSTM and unsupervised Deep Learning for
action recognition, as well as the results attained by the proposed method and its combination
with handcrafted features. According to the results, the TFKT improves its accuracy when
equipped with the eigenspectrum regularization scheme based on the n-mode Fisher score. In
addition, the employed features improve their efficiency even further. The use of HOG features
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as the appearance mode improves the TFKT accuracy in about 4% in both datasets, supporting
the assumption that appearance features are useful for the proposed clustering method.

While the unsupervised DL presents the best results, the training required for this deep neural
network is preventive for more specific applications. Both unsupervised DL and LSTM employ
pretraining and require higher hardware consumption and computational costs. Differently, the
proposed method does not depend on pretraining and efficiently employs handcrafted features,
covering a wider range of applications. For example, several machine learning problems have
no available pre-trained models and not enough labeled data in order to train a deep learning
model [336, 337].

The use of HOF and iDT improves the RTFKT accuracy in about 7%. HOF and iDT preserve
sequential information, which is an advantage over the HOG features on action recognition
tasks. When RTFKT is equipped with iDT, it provides competitive results comparing to
unsupervised DL and LSTM, confirming the effectiveness of the proposed method.

B.4 Appendix A

Mathematical proof that Fi orthogonalizes Gi.

Proposition: According to [325], FKT provides a projection matrix which decorrelates a set
of subspaces. For illustration, given a set of m n-mode subspaces {Rj}mj=i projected onto F ,
the eigenvalue matrices Λ1 and Λ2 of the following products:

S1 = R>p Rq, ∀ p 6= q, (B.17)

S2 = R>p Rq, ∀ p = q, (B.18)

approaches the null matrix and the identity matrix, respectively. In the proposed method,
this observation enforces that the subspaces obtained by F will produce a mechanism where
patterns of the same cluster will be projected onto an adjacent space and, simultaneously,
separated from the other clusters.

Proof: We can verify that Fi decorrelates Gi by the following equations:

Fi = Λ
−1/2
i H>i (B.19)
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In the above expression, I is an identity matrix. It is worth mentioning that the above formu-
lation is achievable due to the following relation:

Gi = Hi Λi H
>
i . (B.26)

B.5 Final remarks and future directions

We have introduced a method for tensor data representation, called Tensor Fukunaga Koontz
(TFKT), for solving the tensor data clustering problem. In TFKT, a tensor data (e.g., a video
clip) is expressed by a collection of n linear subspaces generated by n-mode SVD. The similarity
between the n-mode subspaces is defined by the geodesic distance on the product of manifolds.

We proposed the eigenspectrum regularization based on the n-mode Fisher score, which im-
proved the cluster accuracy. The Fisher eigenspectrum regularization is very flexible and can
be adapted for unsupervised learning algorithms. We proposed the n-mode Karcher mean to
efficiently represent the mean between the n-mode subspaces on the product of manifolds.

In our experiments, we employed hierarchical and k-means clustering, where k-means clustering
presented more stable results than the hierarchical clustering. Experimental results showed
that the proposed method is superior to conventional PGM and subspace-related solutions.
The decorrelation process provided by TFKT improves the n−mode subspaces separability,
further improving the cluster accuracy. In the experiments, we also employed state-of-the-art
descriptors, HOG, HOF, and iDT.

Since TFKT is very flexible, we will utilize it in other applications, such as acoustic data. In
this direction, pre-trained convolutional neural networks may also provide features to improve
the TFKT performance further. We can also employ the TFKT projection matrices as an
initialization scheme for neural networks, which may speed up the convergence while still
refining the results.

The proposed method does not exploit non-linear structures inherent in the tensor data. There-
fore, non-linear subspaces should be investigated in the TFKT framework. The Wasserstein
distance [338, 339] has presented robust results since this distance expresses the transport
among the Stiefel manifolds [340, 341]. In the future, we aim to utilize both new manifolds and
geodesics distances to investigate the usefulness of the n-mode Karcher mean in such scenarios.
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Hardware implementation of an artificial neural network model to predict the energy
production of a photovoltaic system. Microprocessors and Microsystems, 49:77–86, 2017.

[5] M Dehnavi and M Eshghi. Fpga based real-time on-road stereo vision system. Journal
of Systems Architecture, 81:32–43, 2017.

[6] Kazuhiro Fukui, Björn Stenger, and Osamu Yamaguchi. A framework for 3d object
recognition using the kernel constrained mutual subspace method. In Asian Conference
on Computer Vision, pages 315–324. Springer, 2006.

[7] Peter A Lachenbruch. Discriminant analysis. Wiley Online Library, 1975.

[8] Jie Yang, Hua Yu, and William Kunz. An efficient lda algorithm for face recognition.
In Proceedings of the International Conference on Automation, Robotics, and Computer
Vision (ICARCV 2000), pages 34–47, 2000.

[9] Pierre Comon. Independent component analysis, a new concept? Signal processing,
36(3):287–314, 1994.

[10] Aapo Hyvärinen, Juha Karhunen, and Erkki Oja. Independent component analysis,
volume 46. John Wiley & Sons, 2004.

[11] Arnold L Van Den Wollenberg. Redundancy analysis an alternative for canonical corre-
lation analysis. Psychometrika, 42(2):207–219, 1977.

[12] David R Hardoon, Sandor Szedmak, and John Shawe-Taylor. Canonical correlation
analysis: An overview with application to learning methods. Neural computation,
16(12):2639–2664, 2004.

[13] Daniel D Lee and H Sebastian Seung. Algorithms for non-negative matrix factorization.
In Advances in neural information processing systems, pages 556–562, 2001.

[14] Daniel D Lee and H Sebastian Seung. Learning the parts of objects by non-negative
matrix factorization. Nature, 401(6755):788–791, 1999.

[15] Satosi Watanabe, Peter F Lambert, CA Kulikowski, JL Buxton, and R Walker. Evalua-

137



BIBLIOGRAPHY 138

tion and selection of variables in pattern recognition, computer and information sciences
ii, 1967.

[16] Taizo Iijima, Hiroshi Genchi, and Ken-ichi Mori. A theory of character recognition by
pattern matching method. In Learning systems and intelligent robots, pages 437–450.
Springer, 1974.

[17] Matthew A Turk and Alex P Pentland. Face recognition using eigenfaces. In Proceed-
ings. 1991 IEEE computer society conference on computer vision and pattern recognition,
pages 586–587. IEEE Computer Society, 1991.

[18] Matthew Turk and Alex Pentland. Eigenfaces for recognition. Journal of cognitive
neuroscience, 3(1):71–86, 1991.

[19] Jiaxing Ye, Takumi Kobayashi, Masahiro Murakawa, and Tetsuya Higuchi. Kernel dis-
criminant analysis for environmental sound recognition based on acoustic subspace. In
2013 IEEE International Conference on Acoustics, Speech and Signal Processing, pages
808–812. IEEE, 2013.
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[112] Szilárd Vajda, Yves Rangoni, and Hubert Cecotti. Semi-automatic ground truth gener-
ation using unsupervised clustering and limited manual labeling: Application to hand-
written character recognition. Pattern recognition letters, 58:23–28, 2015.

[113] Olarik Surinta, Mahir F Karaaba, Lambert RB Schomaker, and Marco A Wiering. Recog-
nition of handwritten characters using local gradient feature descriptors. Engineering
Applications of Artificial Intelligence, 45:405–414, 2015.

[114] Wang-Li Hao and Zhaoxiang Zhang. Incremental pcanet: A lifelong learning framework
to achieve the plasticity of both feature and classifier constructions. In Advances in Brain
Inspired Cognitive Systems: 8th International Conference, BICS 2016, Beijing, China,
November 28-30, 2016, Proceedings 8, pages 298–309. Springer, 2016.

[115] Cong Jie Ng and Andrew Beng Jin Teoh. Dctnet: A simple learning-free approach for
face recognition. In 2015 Asia-Pacific Signal and Information Processing Association
Annual Summit and Conference (APSIPA), pages 761–768. IEEE, 2015.

[116] Yun Li, Aswin C Sankaranarayanan, Lina Xu, Richard Baraniuk, and Kevin F Kelly.
Realization of hybrid compressive imaging strategies. JOSA A, 31(8):1716–1720, 2014.

[117] GG Rajput and HB Anita. Handwritten script recognition using dct and wavelet features
at block level. IJCA, Special issue on RTIPPR (3), pages 158–163, 2010.

[118] Tomasz Adamek, Noel E OConnor, and Alan F Smeaton. Word matching using single
closed contours for indexing handwritten historical documents. International Journal on
Document Analysis and Recognition, 9(2):153–165, 2007.

[119] Shaokang Chen, Conrad Sanderson, Mehrtash T Harandi, and Brian C Lovell. Improved
image set classification via joint sparse approximated nearest subspaces. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, pages 452–459,
2013.

[120] Ruiping Wang, Huimin Guo, Larry S Davis, and Qionghai Dai. Covariance discriminative
learning: A natural and efficient approach to image set classification. In Computer Vision
and Pattern Recognition (CVPR), 2012 IEEE Conference on, pages 2496–2503. IEEE,
2012.

[121] Chendra Hadi Suryanto, Hiroto Saigo, and Kazuhiro Fukui. Structural class classification
of 3d protein structure based on multi-view 2d images. IEEE/ACM transactions on
computational biology and bioinformatics, 15(1):286–299, 2016.

[122] Chendra Hadi Suryanto, Jing-Hao Xue, and Kazuhiro Fukui. Randomized time warping
for motion recognition. Image and Vision Computing, 54:1–11, 2016.

[123] Anissa Bouzalmat, Jamal Kharroubi, and Arsalane Zarghili. Comparative study of pca,
ica, lda using svm classifier. Journal of Emerging Technologies in Web Intelligence,



BIBLIOGRAPHY 145

6(1):64–68, 2014.

[124] Kresimir Delac, Mislav Grgic, and Sonja Grgic. Independent comparative study of pca,
ica, and lda on the feret data set. International Journal of Imaging Systems and Tech-
nology, 15(5):252–260, 2005.

[125] Lincon S Souza, Naoya Sogi, Bernardo B Gatto, Takumi Kobayashi, and Kazuhiro Fukui.
An interface between grassmann manifolds and vector spaces. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, pages
846–847, 2020.

[126] Naoya Sogi, Lincon S Souza, Bernardo B Gatto, and Kazuhiro Fukui. Metric learning
with a-based scalar product for image-set recognition. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition Workshops, pages 850–851,
2020.

[127] Hamidullah Binol, Gokhan Bilgin, Semih Dinc, and Abdullah Bal. Kernel fukunaga–
koontz transform subspaces for classification of hyperspectral images with small sample
sizes. IEEE Geoscience and Remote Sensing Letters, 12(6):1287–1291, 2015.

[128] Lincon S Souza, Bernardo B Gatto, Jing-Hao Xue, and Kazuhiro Fukui. Enhanced
grassmann discriminant analysis with randomized time warping for motion recognition.
Pattern Recognition, 97:107028, 2020.

[129] Y-Lan Boureau, Jean Ponce, and Yann LeCun. A theoretical analysis of feature pooling
in visual recognition. In Proceedings of the 27th international conference on machine
learning (ICML-10), pages 111–118, 2010.

[130] Benjamin Graham. Fractional max-pooling. arXiv preprint arXiv:1412.6071, 2014.

[131] Richard O Duda, Peter E Hart, and David G Stork. Pattern classification. John Wiley
& Sons, 2012.

[132] Vinoj Jayasundara, Sandaru Jayasekara, Hirunima Jayasekara, Jathushan Rajasegaran,
Suranga Seneviratne, and Ranga Rodrigo. Textcaps: Handwritten character recognition
with very small datasets. In 2019 IEEE Winter Conference on Applications of Computer
Vision (WACV), pages 254–262. IEEE, 2019.

[133] Benteng Ma and Yong Xia. Autonomous deep learning: A genetic dcnn designer for
image classification. arXiv preprint arXiv:1807.00284, 2018.

[134] Karen Simonyan, Omkar M Parkhi, Andrea Vedaldi, and Andrew Zisserman. Fisher
vector faces in the wild. In BMVC, volume 2, page 4, 2013.

[135] Tianyu Geng, Menglong Yang, Zhisheng You, Ying Cai, and Feihu Huang. Multiscale
overlapping blocks binarized statistical image features descriptor with flip-free distance
for face verification in the wild. Neural Computing and Applications, 30(10):3243–3252,
2018.

[136] Juho Kannala and Esa Rahtu. Bsif: Binarized statistical image features. In Proceedings of
the 21st international conference on pattern recognition (ICPR2012), pages 1363–1366.
IEEE, 2012.

[137] Alfred Daniel, Karthik Subburathinam, Anand Paul, Newlin Rajkumar, and Seungmin
Rho. Big autonomous vehicular data classifications: Towards procuring intelligence in
its. Vehicular Communications, 9:306–312, 2017.

[138] Felipe Galindo Sanchez and Jose Nunez-Yanez. Energy proportional streaming spiking
neural network in a reconfigurable system. Microprocessors and Microsystems, 53:57–67,



BIBLIOGRAPHY 146

2017.

[139] Jinghua Li, Huixia Yan, Junbin Gao, Dehui Kong, Lichun Wang, Shaofan Wang, and
Baocai Yin. Matrix-variate variational auto-encoder with applications to image process.
Journal of Visual Communication and Image Representation, page 102750, 2020.

[140] Yujuan Ding, Wai Kueng Wong, Zhihui Lai, and Zheng Zhang. Bilinear supervised
hashing based on 2d image features. IEEE Transactions on Circuits and Systems for
Video Technology, 2019.
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